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Abstract of Thesis 
 

Twitter Bots Multiclass Classification Using Bot-Like Behavior Features 

 Bots on Twitter are accounts that are controlled by computer programs, automatically 

producing content, and interacting with other accounts. These programs are turned on and 

off without following a pattern, making them hard to identify. Using previous work that 

identifies bot accounts bot-like behavior features, we identified features that are more 

relevant to some bot types than others. In this thesis, we propose a novel bot type 

classification method by using bot-like behavior features. 

 Multiclass classification is our proposed idea for this project. We use the output data 

from the bot-like behavior to train a MaxEnt classifier to identify 6 different classes (5 

bots, 1 human). We collect our test dataset to match the structure of our training set 

except for labels, then use our classifier to test it. Moreover, we analyze an additional 

holdout set to test the polarity of bot classes in vaccine topics on Twitter. 



	
	

v	

Table of Contents 

 
Dedication ……………………………………………………………………………...  iii 

Acknowledgement ……………………….…………………………………………….. iv 

Abstract of Thesis ……………………………………………………….…………...…. v 

List of Figures ………………………………………………………………...……….. vii 

List of Tables ……………………………………………………….………………… viii 

Glossary of Terms ……………………………………………..…………………..…... ix  

Chapter I: Introduction …………………………………………………………...…… 1 

Chapter II: Review of the Literature …………………………………………….……. 4 

Chapter III: Bot-Like Behavior ……………………………………………………… 16 

Chapter IV: Multiclass Classification ……………………………………………….. 24 

Chapter V: Conclusion ……………………………………………………..………… 31 

Bibliography ………………………………………………………………………........ 32 

Appendix A ……………………………………………………………………………. 35 

Appendix B ……………………………………………………………………………. 41 

Appendix C ……………………………………………………………………………. 46 

 

  



	
	

vi	

List of Figures 

Figure 1 ………………………………………………………………………………….20 

Figure 2 ………………………………………………………………………………….25 

 



	
	

vii	

List of Tables 

Table 1 …………………………………………………………………………………..12 

Table 2 …………………………………………………………………………………..18 

Table 3 …………………………………………………………………………………..18 

Table 4 …………………………………………………………………………………..21 

Table 5 …………………………………………………………………………………..27 

Table 6 …………………………………………………………………………………..28 

Table 7 …………………………………………………………………………………..29 

Table 8 …………………………………………………………………………………..30 

 

  



	
	

viii	

Glossary of Terms 

 
 
Google’s Machine Learning glossary of terms [5] defines the following terms as follows: 
 
Accuracy The fraction of predictions that a classification model got right. 

In multi-class classification, accuracy is defined as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	
𝐶𝑜𝑟𝑟𝑒𝑐𝑡	𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙	𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝐸𝑥𝑎𝑚𝑝𝑙𝑒𝑠 

Bot An automated account, that is controlled by a program, 
automatically producing content, and interacting with other 
accounts. 

Class  One of a set of enumerated target values for a label. For 
example, in a binary classification model that detects bots, the 
two classes are bot or not bot. In a multi-class classification 
model that identifies bot types, the classes would be social spam 
bot, content polluter bot, fake follower, and so on.   

Confusion Matrix An NxN table that summarizes how successful a classification 
model’s predictions were; that is, the correlation between the 
label and the model’s classification. One axis of a confusion 
matrix is the label that the model predicted, and the other axis is 
the actual label. N represents the number of classes. 

Crawl Collect the most recent N posts on a user’s timeline. 
Cyborg A bot acting like a human or a human acting like a bot. 
Dataset A collection of rows with one or more features and possibly a 

label. 
Deduplicate A specialized data compression technique for eliminating 

duplicate copies of repeating data. 
Holdout data  A dataset intentionally not used (“held out”) during training. The 

validation dataset and test dataset are examples of holdout data. 
Holdout data helps evaluate a model's ability to generalize to 
data other than the data it was trained on. 

Label  In supervised learning, it is the "answer" or "result" portion of a 
row. 

Logistic regression  A model that generates a probability for each possible discrete 
label value in classification problems by applying a sigmoid 
function to a linear prediction. Although logistic regression is 
often used in binary classification problems, it can also be used 
in multi-class classification problems (where it becomes called 
multi-class logistic regression or multinomial regression). 

Machine learning A program or system that builds (trains) a predictive model from 
input data. The system uses the learned model to make useful 
predictions from new (never-before-seen) data drawn from the 
same distribution as the one used to train the model. 
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Model The representation of what an ML system has learned from the 
training data. 

Model training The process of determining the best model. 
Multiclass 
classification 

Classification problems that distinguish among more than two 
classes. 

Multinomial 
classification 

Synonym for multiclass classification. 

One-vs-all Given a classification problem with N possible solutions, a one-
vs.-all solution consists of N separate binary classifiers—one 
binary classifier for each possible outcome. 

Precision A metric for classification models. Precision identifies the 
frequency with which a model was correct when predicting the 
positive class. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	
𝑇𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

Recall A metric for classification models that answers the following 
question: Out of all the possible positive labels, how many did 
the model correctly identify? 

𝑅𝑒𝑐𝑎𝑙𝑙 = 	
𝑇𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒	𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 

Scikit-learn A popular open-source ML platform. See www.scikit-learn.org. 
Semi-supervised 
learning 

Training a model on data where some of the training examples 
have labels but others don’t. One technique for semi-supervised 
learning is to infer labels for the unlabeled examples, and then to 
train on the inferred labels to create a new model. Semi-
supervised learning can be useful if labels are expensive to 
obtain but unlabeled examples are plentiful. 

Supervised 
learning 

Training a model from input data and its corresponding labels. 
Supervised machine learning is analogous to a student learning a 
subject by studying a set of questions and their corresponding 
answers. After mastering the mapping between questions and 
answers, the student can then provide answers to new (never-
before-seen) questions on the same topic. 

Test set The subset of the data set that is used to test the model after the 
model has gone through initial vetting by the validation set. 

Training set The subset of the data set used to train a model. 
 



	
	

1	

Chapter I: Introduction 

 Twitter is a social networking service, where registered users post 280 character 

messages that are known as tweets and they are broadcasted to users in their respective 

networks. Twitter is an open platform that allows anyone with a valid email to create an 

account [13]. The relaxed rules of profile creation on this platform allows account 

automation. Twitter permits automated accounts as long as the owner states it clearly in 

the “bio” section. An automated account is an account that is controlled by a computer 

program, which we will refer to as a “bot” going forward. Bots post content that ranges 

from helpful tips to malicious misinformation and it depends on the goal of its creator. 

Some Twitter bots do not state that they are automated in their bio, which violates 

Twitter’s terms of service and raises questions about the account’s intended purpose. 

Many bots are created to disseminate news, advertising marketing services, increase the 

popularity of other accounts [16], enhance message outreach, and influence followers. 

  Bots can be easy to detect even if they don’t mention it in their bio because of their 

behavior on the social media platform.  Periodic and regular timing of tweets, minimal 

original content tweets, and high rates of interaction with a tweet even with a small 

number of followees are common indicators of automation. On the other hand, some bots 

try to imitate human behavior and this programming makes it harder to detect. These 

accounts are turned on and off, which creates a more authentic gap as well as a difference 

in pattern and behavior. [14] Recently, such bots have become more sophisticated as they 

are able to search the internet for information to post on their profiles. These attempts at 

human emulation open the door for greater engagement with legitimate users, which 

helps to mask their presence. [12]  
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 Since it is getting harder to distinguish between bots and humans accounts, it makes 

more sense to try to study the behavior of bots in order to determine better ways to 

identity bot-like behavior. 

 In our work, we propose a new bot-like behavior detection method. We utilized 

multiple datasets that contained four known bot types [4] and then crawled the last 200 

posts per user id, which resulted in a bot-like tweet set. Additionally, we leveraged a 

legitimate users’ dataset [15] and collected the most recent 200 posts per user id from that 

group.  This process resulted in a pool of 15,000 user profiles.  

 We created scripts to detect 19 features of bot-like behavior. Twelve of these features 

were inspired by Nimmo’s article [14], while the other 7 were patterns that we observed 

on our own. This program script ran on the crawled 15k user dataset and generated 

reports based on our key criteria. We then applied a logistic regression model on the 

results and used Akaike Information Criteria values to determine how many of the 19 

features were relevant for the purposes of detecting bot-like behavior for each bot type. 

 Noticing that some bot types have features more relevant to them than others, we 

thought of building a multiclass classifier that is able to distinguish between different bot 

types. Using results from the bot like behavior project, we train a Max Entropy classifier 

to label a given Twitter’s account recent activity as one of 5 labels: human, social spam 

bot, traditional spam bot, content polluter, or fake follower. We tested the classifier with 

a dataset that followed the same collection procedure of the training data. The test 

generated a report that had each user’s data with a bot label. The classifier is then used to 

identify types of bots in a holdout dataset and produce a report further discussed in 

chapter IV. 
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 The remainder of this thesis is structured as follows: In chapter II, we review the 

previous work in bot detection and bot type identification. In chapter III, we explain our 

bot-like behavior project in detail. In chapter IV, we thoroughly explain the details of the 

multiclass classifier that differentiates between bot types and address our findings. In 

chapter V, we summarize our work and give out the conclusion.  
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Chapter II: Review of the Literature 

This chapter reviews the existing works on bot detection and bot type identification 

on Twitter. Section 1 reviews two papers that addressed bot detection techniques and the 

methods used in those different systems. Section 2 reviews two papers that identified bot 

types using machine learning techniques. 

1 Twitter Bot Detection 

1.1 DARPA 

 DARPA held a four-week competition between Feb-Mar 2015, where six 

participating teams competed to identify a set of influence bots on Twitter with the 

support of DARPA’s Social Media in Strategic Communications program. [19] 

 1.1.1 Challenge 

 DARPA asked the participants to identify influence bots that supported a pro-

vaccination discussion on Twitter. Dealing with this challenge meant that teams had to 

consider: (1) separating influence bots from other types of bots; (2) separating influence 

bots about that topic from those about other topics; and (3) separate influence bots about 

that topic that sought to spread pro-sentiment from influence bots that were either neutral 

or anti-vaccine in sentiment. 

 1.1.2 Dataset 

 DARPA provided a dataset from the Pacific Social Architecting Corporation, which 

is a research group that studies how bots and technology shape social behavior on 

Twitter. They focused on the usage of bots in combating misinformation online with 

specific attention to the anti-vaccine communities on Twitter. The data provided 

consisted of: 
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• 7,038 user accounts; 

• redacted user profiles with Twitter-like format: user image, website, 

number of friends and followers, and user bio; 

• tweets with timestamp data for each user (4,095,083 tweets in total); and 

• A weekly network snapshot of (from_user, to_user, timestamp, weight) 

tuples. Weight was 0 if “from_user” was not following “to_user”, and was 

1 otherwise.  

 1.1.3 Bot detection approaches 

 The top three teams in the challenge all agreed that machine learning techniques 

alone were insufficient because of the lack of training data. However, a semi-automated 

process that included machine learning proved useful. Regardless of method 

specifications, the features listed below were of interest to all teams. 

 1.1.3.1 Features used to identify influence bots 

1. Tweet syntax: 

In this category, competing teams considered: 

- If user’s tweets were similar to the natural language generation program ELIZA 

and auto generated language.  

- Average number of hashtags, user mentions, links, special characters in tweets. 

- Moreover, teams studied the average number of retweets by the user. 

- Whether tweets are geo-labeled. 

- Percentage of tweets ending with punctuation, hashtag, or link as such tweets 

have a higher probability of being auto generated. 

 2. Tweet semantics: 
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In this category, competing teams considered: 

- Number of posts related to vaccination. 

- User’s average sentiment score in vaccine-related tweets. 

- Measures of contradiction in posts on vaccination-related tweets using functions 

such as contradiction rank. 

- Positive or negative sentiment strength. 

- Most frequent topics tweeted about by the user. 

- Number of languages in which tweets were generated. 

-Sentiment inconsistency. 

 3. Temporal behavior features: 

In this category, competing teams considered: 

- Variance in tweet sentiment over time. 

- Entropy of inner-tweet time distribution. 

- Predictability of tweet timing based on a transfer entropy approach. 

- The duration of the longest session by a user without any short (5-10 minute) 

breaks. 

- Average number of tweets per day. 

- Percentage of dropped followers. 

 4. User profile features: 

In this category, competing teams considered: 

-  If the user’s profile has a photo, is it from a stock database? 

- If the user’s profile has an associated website, does it have a clone elsewhere? 

- Is the username auto-generated? 
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- Number of posts, retweets, replies, mentions. 

- Number of followers/followees. 

- Number of devices used. 

- Similarity of the user profile to known bots. 

 5. Network features: 

In this category, competing teams considered: 

- Average deviation of user sentiment scores from followers and followees. 

- Degree of centrality. 

- Average clustering coefficient of retweet and mention network associated with 

each user. 

- Number of known bots followed by a user. 

- Number/percentage of bots in the cluster that a user belonged to. 

 Some teams added more features once the challenge started and some bots had been 

discovered. Teams used insights from previous work in this area [2,3] to identify a small 

number of suspicious accounts that were then manually confirmed as bots. However, not 

all bots could be found using these past insights.  

 1.1.4 Bot Analysis Algorithms used: 

The top three teams used several bot analysis algorithms as described below. 

1. Hashtag co-occurrence network 

Nodes represent unique hashtags, and edges between two nodes were weighted by the 

number of times those hashtags co-occurred. These were then used to separate users 

into pro- and anti-vaccine categories. Also, the proportion of tweets containing any of 

these hashtags resulted in a predictive feature. 
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2. Distance Measure 

Identifying bots by computing the cosine similarity between users and known 

bots. 

3. Outlier detection 

Identifying bots by applying orthogonal non-negative matrix factorization (NMF) 

to the data features, find low-dimensional vector representation of each user. Then 

use a clustering based outlier detection to fine outliers in this low-dimension 

latent space. Next, perform micro-level clustering by using the same feature 

representation and reapplying NMF again to cluster outliers. 

 1.1.5 Conclusion 

 The takeaway from the DARPA challenge is that a bot-detection system needs to be 

semi-supervised. Utilizing the available data and machine learning techniques could help 

ease the automation process of bot detection as bots become more sophisticated. 

1.2 BOT OR NOT 

 Bot or Not is a publicly available service since 2014 that uses more than one thousand 

features to evaluate the extent to which a Twitter account exhibits similarities to the 

known characteristics of social bots. [21] BotOrNot takes a Twitter screen name, 

retrieves the account’s recent activity, then computes and returns a bot-likelihood score. 

 1.2.1 BotOrNot Service 

 The service can be used in one of two ways. Either the user checks an account’s bot-

likelihood or generates a report about one’s following and followees. In both cases, a user 

must have a Twitter account in order for BotOrNot to make inquires to Twitter’s REST 

API on their behalf. The server then computes the score using the classification 
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algorithm. While BotOrNot does not collect data about users submitting the requests, 

they store computed classification results for future use. 

 1.2.2 Classification System 

 BotOrNot’s classification system generates over a thousand features using available 

metadata that is extracted from interaction patterns and content. Those features are 

represented in the following classes: 

 Network features 

 Building networks based on retweets, mentions, and hashtag co-occurrence then 

extract their statistical features. Allowing them to capture various dimensions of 

information diffusion patterns. 

 User features 

 These features are based on Twitter account metadata such as language, geographic 

location, and account creation time. 

Friends features 

 Such features include descriptive statistics relative to an account’s social contacts, 

such as the median, moments, and entropy of the distributions of their number of 

followers, followees, posts, ... etc. 

 Temporal features 

 Capturing timing patterns of content generation and consumption such as tweet rate 

and inner-tweet time distribution.  

 Content features 

 These features are based on linguistic cues computed through natural language 

processing, especially part-of-speech tagging. 
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 Sentiment features 

 Using general purpose and Twitter specific sentiment analysis algorithms like 

happiness, arousal-dominance-valence, and emotion scores.  

 1.2.3 How classification works 

 The model is trained with instances of social bots and human classes. BotOrNot used 

the Twitter Search API to collect 200 of their most recent tweets and 100 of the most 

recent tweets mentioning them. This data collection method yielded 15k manually 

verified social bots and 16k human accounts. The dataset consisting of 5.6 M tweets was 

then used to train models and benchmark classification performance. 

 BotOrNot’s classifier used a Random Forest algorithm, which is an ensemble 

supervised learning method. Extracted features were used to train seven classifiers, one 

for each of the subclass features and one for the overall score.  

 1.2.4 Conclusion 

 BotOrNot’s authors offer a free service that takes a Twitter screen name, collects the 

account’s recent activity, then returns a bot-likelihood score as a response. Their 

supervised learning method uses a random forest algorithm that leverages extracted 

features to train a classifier for each feature subclass and one for the overall score.  

2 Identifying Bot Types 

2.1 Who is Tweeting on Twitter: Human, Bot, or Cyborg? 

 Chu Et al. [18] talk about how the growing user base and the openness of Twitter 

made it an ideal target for automated accounts. Legitimate bots are bots that follow 

Twitter’s rules and are usually used to deliver news, while malicious bots spread spam 

and malicious content. They also mention a new type of account that exists between bots 
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and human, which the authors refer to as cyborg. A cyborg is either a bot-assisted human 

or a human-assisted bot account. They collected data and characterized the differences 

between human, bots, and cyborgs in terms of tweeting behavior, tweet content, and 

account properties. The data was then used in classification described in further detail 

below. 

 2.1.1 Data collection 

 They used two methods of data collection to cover 512,407 users. The first method is 

Depth-First Search (DFS) based crawling, which is fast and uniformed for traversing a 

network and is reliable for network locality and clustering. The second method was using 

the public timeline (Twitter API) to collect information about active users which 

diversifies the user pool set. 

 To be able to classify automatically, the authors had to create a manually labeled 

dataset for training and testing. The training set contained 1000 users per class of human, 

bot, and cyborg, thus in total 3000 labeled to serve as ground truth and a test set of 3000 

users created in the same way. 

 2.1.2 Classification 

 Their classification system consists of several components: 

- Entropy Component: 

Uses corrected conditional entropy to detect periodic or regular timing of 

messages posted by a Twitter user. 

- Machine Learning Component: 

Uses a variant of Bayesian classification to detect text patterns of known spam 

on Twitter. 
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- Account Properties Component 

Uses account related properties to detect bot deviation from normal human 

distribution. 

- Decision Maker Component 

Uses Linear Discriminant Analysis (LDA) to analyze the features identified by 

the other components and produces a decision class: human, cyborg, or bot. 

 2.1.3 Evaluation 

 Classified Total True 

Pos. % Human Cyborg Bot 

Actual Human 949 51 0 1000 94.9% 

Cyborg 98 828 74 1000 82.8% 

Bot 0 63 937 1000 93.7% 

Table 1: Confusion Matrix 

 According to the results displayed in the confusion matrix, BotOrNot’s classification 

system can accurately differentiate human accounts from bot accounts. However, it is 

more difficult to distinguish between cyborg from human or bot. 

 2.1.4 Conclusion 

 The authors of this paper created a system that identifies accounts as the following 

types: human, cyborg, bot. They collected one month’s worth of data with over 500,000 

users and more than 40M tweets. Based on the data, they identified features to 

differentiate the three types of accounts, designed an automated classification system 

with 4 components, and then evaluated the effectiveness of the classification through 

their test dataset. 
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2.2 Seven Months with the Devils: A Long-Term Study of Content Polluters on 

Twitter 

 Lee Et al. [16] deployed 60 honeypots on Twitter, which resulted in a harvest of 

36,000 candidate content polluters within a 7-month period. They examined the harvested 

users’ behavior over time, followers/following network dynamics, and evaluated a wide 

range of features to investigate the effectiveness of their automatic content polluter 

identification system. 

 2.2.1 Social Honeypots 

 The authors designed and deployed 60 social honeypot accounts on Twitter, whose 

purpose was to pose as Twitter users, and reported back what accounts follow or 

otherwise interact with them. The honeypots only interacted with each other until an 

external user initiated contact. Afterwards, the social honeypot passed the external user’s 

information to the observation system that keeps track of all users discovered by the 

system. 

 2.2.2 Harvested Users 

 The overall goal of their research was to automatically detect content polluters via 

social honeypots. So, to understand those users, they manually investigated them using 

Expectation Maximization (EM) cluster analysis algorithm. EM allowed for the grouping 

of harvested users with similar appearances and/or behavior by examining the following 

features: followers and following, tweeting activity, and behavior over time. 

 2.2.3 Classification  

 The authors used the Weka machine learning toolkit to test 30 classification 

algorithms. These included, but were not limited, to: Naïve Bayes, logistic regression, 



	
	

14	

support vector machine, and tree based algorithms. They used a dataset of content 

polluters extracted by the honeypots and legitimate users sampled from Twitter. Using 15 

features to differentiate between content polluters and legitimate users, they found that 

the Random Forrest classification algorithm produced highest accuracy (98.42%). 

 2.2.4 Conclusion 

 The authors designed a system for automatically detecting and profiling content 

polluters on Twitter, and subsequently evaluated its merits. They were able to study 

content polluters and isolate the distinguishing features in their behavior, which lead to 

developing their classifier. 

3 Summary 

 In this chapter, we reviewed 4 publications that relate to bot detection, bot behavior, 

and bot types on Twitter. DARPA’s report summarizes the features of influential bots and 

explains their reasoning through a suggestion of semi-supervised machine learning 

methods to automate bot detection. Davis et al. [21] provides a service to evaluate 

whether a Twitter account is controlled by a bot using information extracted from 

interaction patterns and content from users. These two papers gave us a comprehensive 

overview of the features as well as the structure of bot accounts, which lead us to a better 

understanding of bots. 

 Meanwhile, Chu et al. [18] and Lee et al. [16] use extracted features to identify 

certain types of bots and classifying them into groups based on similar behavior. 

 Previous work has detected bots with high accuracy, but they do have limitations. 

Bots are now more sophisticated and classifying an account to a bot or not label is no 

longer acceptable because of the rise of bot accounts that are routinely turned on and off. 
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A solution to that is to investigate bot-like behavior and to examine features to show the 

likelihood of an account to be a bot. Also, if an account exhibits bot-like behavior, then 

we should be able to classify it to a bot type. There are many types of bots on Twitter and 

knowing the features that an account exhibits would allow us to group it with similar bot 

types.  
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Chapter III: Bot-Like Behavior 

 In this chapter, we define 19 features used to detect bot-like behavior. Then we 

explain our experiment in detecting bot-like behavior in a dataset that we’ve combined 

from multiple sources. We also performed a logistic regression to calculate which 

features matter most to each bot type. In section 1 we give an overview of Twitter, bots, 

and previous work. In section 2, we explain our dataset collection methods. In section 3, 

describe our methods. In section 4, we illustrate our analysis and conclusion. 

1 Introduction 

 Social networks are online platforms used to connect users with others that share their 

interests, or to create and maintain interpersonal relationships. [9] Twitter is a social 

network that allows users to broadcast 280-characters long posts to users that they’re 

connected to on the platform. [8] Statista reports that Twitter has 330 M active users as of 

April 2018 which puts it in the top 15 most popular social networks worldwide. [10] 

Unfortunately, a lot of accounts on Twitter are automated. Having an account that is 

controlled by a software, automatically producing content, and interacting with other 

accounts is called a ‘bot’. Although Twitter allows identified bots to run accounts that 

clearly state that they are automated [13], the platform houses a huge amount of 

unidentified bot accounts. These accounts are designed to mimic human behavior online 

to pursue certain goals such as: increasing accounts’ popularity by having fake followers, 

[17] spreading information, and influencing targets. 

 The DARPA Twitter bot challenge in 2016 shed some light on the malicious 

activities bots are involved in on the platform. [19] There was a need to identify 

“influence bots” which are automated accounts that illicitly shape discussions before they 
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get too influential. Participant teams in the challenge created bot detection systems that 

were all semi-supervised and used human judgement to augment automated bot 

identification processes. Davis Et al. [21], created a platform that evaluates a given 

account’s likelihood to be a bot by comparing similarities to known characteristics of 

social bots then returning a percentage score per username. Dickerson Et al. [11], 

explains that using sentiment analysis and linguistic features studies to distinguish 

between humans and bots on Twitter. 

 Previous work on this topic focuses on bot detection, where it is important to note that 

bot accounts’ behavior has “evolved” over time. With the growth in programming 

techniques, these users try to hide that their accounts are automated by turning the bot on 

and off. When the bot is turned off, a human would post using the same account which 

makes it harder to detect.  In this chapter, I refer to a previous collaboration [4] where a 

colleague and I defined bot-like behavior criteria. We used features from an article 

published by Nimmo [14], and some others that we added as the study developed. Unlike 

other approaches that try to predict whether an account is a bot or not based on holdout 

data [20], we use a statistical approach that aims to provide explanatory insight into why 

our assignment is made. 

2 Data collection 

 Twitter provides developers and researchers with API functions that support public 

user accounts information collection. We used a known bots list [15] as our source, then 

crawled the most recent 200 posts from users on that list. The dataset consists of 4 types 

of Twitter bots: Fake Followers, Traditional Spam Bots, Social Spam Bots and Content 
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Polluters. We then collected the most recent 200 posts from a list of legitimate users from 

the same source. 

Fake Followers 

Bots 

Accounts that inflate number of followers of another 

account. [15] 

Traditional 

Spam Bots 

Accounts that were spamming job offers. [15] 

Social Spam 

Bots 

Accounts that spam products on sale at Amazon or 

spammers of paid apps for mobile devices. [15] 

Content 

Polluters 

Accounts designed to generate spam while 

masquerading as humans. [16] 

Table 2. Description of different bot data sets. 

3 Methods 

Feature name Explanation 

digit_screen_name screen_name consists of digits only 

scramble_name screen_name consists of alpha numeric 

scrambles 

default_profile_image using default profile image 

default_background_image using default background image 

url_shortner using url shorteners in tweet content 

low_post_high_result retweet count or like count is more than 

number of followers for given account 

multi_language more than 2 languages appeared in tweets 

crawled 
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tweet_frequency average daily tweet number 

time_range average days between two consecutive 

tweets 

rt_number number of retweets/ total tweets crawled 

#of_mentions average number of mentions in original 

tweets crawled for this account 

#of_hyperlinks average number of hyperlinks in original 

tweets crawled for this account 

#of_friends number of friends 

#of_followers number of followers 

status_num number of tweets 

#of_favorites number of favorited tweets 

most_recent_time most recent tweet timestamp 

tweet_avg_word_number average number of words in each original 

tweet 

tweet_lexical_diversity number of unique words used in all 

crawled original tweets 

Table 3. Features used for bot-like-behavior detection. 

 In this project, we designed a study to describe a list of user behaviors found in 

Twitter accounts. We created a program that detects 19 features indicating bot-like 

behavior [Table 3]. When running the script on our dataset, it generates results for each 

user against the criteria. Applying a stepwise logistic regression model based on Akaike 
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Information Criteria (AIC) values to those results determined which of the 19 features 

were relevant when detecting bot-like behavior to each bot type [figure 1].  

 

Figure 1: Visual captures of some bot-like behavior features. 

4 Analysis and Conclusion 

 Testing our script on the dataset from the four bot types previously collected 

indicated that there are features that matter more to one type more than others. We used 

the cut off value |z| = 2 as a threshold to extract features which are more relevant to the 

model. The chosen cut off value means that we have a two-sided hypothesis test with 

significance level of 0.05. Having a big magnitude of z-score indicates that the true 

regression coefficient is not 0, therefore that feature matters, thus we were able to 

describe a series of bot-like behaviors. 
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 We found two common features among all bot types which were “most_recent_time” 

and “status_num” with negative and positive z values respectively. It means that the user 

is most-likely not a bot if the account was active recently, and a user with a high number 

of tweets is more likely to be a bot. 

Feature 

name 

Fake 

followers 

Content 

Polluters 

Traditional 

spam 

Social spam 

 z P>|z| z P>|z| z P>|z| z P>|z| 

status_num 4.64 0 13.555 0 3.367 0.001 2.71 0.007 

tweet_freq

uency 

4.541 0 13.598 0 -4.378 0 -4.986 0 

#of_friends 3.409 0.001 5.242 0 4.239 0 - - 

avg_word_

number 

-2.239 0.025 - - - - - - 

multi_lang

uage 

-2.732 0.006 - - - - - - 

most_recen

t_time 

-3.177 0.001 -5.005 0 -5.316 0 -8.441 0 

scramble_n

ame 

- - -2.994 0.003 4.03 0 -3.55 0 

rt_number - - -4.51 0 -3.74 0 - - 

#of_favorit

es 

- - 3.648 0 - - - - 
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url_shortne

r 

- - - - -2.379 0.017 - - 

avg_time_

btw_status 

- - - - -3.263 0.001 - - 

#of_hyperli

nks 

- - - - -4.098 0 2.93 0.003 

#of_follow

ers 

- - - - - - 4.383 0 

default_bac

kground_i

mage 

- - - - - - -2.147 0.032 

low_post_h

igh_result 

- - - - - - -2.579 0.01 

#of_mentio

ns 

- - - - - - -2.797 0.005 

Table 4. Features relevant to bot types. 

 Based on Table 4, we can associate each bot type with features more significant to it. 

Our results showed that fake follower bots do not tweet frequently but they have a 

significant number of friends which aligns with their purpose, increasing accounts’ 

popularity. On the other hand, content polluters have a high average number of tweets per 

day, and a significant amount of friends which is consistent with spam accounts behavior: 

increasing outreach. Additionaly, the analysis of traditional spam bots’ behavior shows 

that they rarely post retweeted content and that the average time between two posts is 
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short. This behavior is true to the type of bots and reflects on the data set used. Finally, 

we noticed that social spam bots do not engage in conversations with other users and post 

multiple hyperlinks in the same tweet. These observations are consistent with the content 

provided by the source. 

 In conclusion, the results presented by this study demonstrate that bot-like behavior 

differs significantly with bot design. Particularly, one can infer the purpose of the bot 

creation by exploring the features presented in that account’s history.  
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Chapter IV: Multiclass classification 

 In this chapter, we address our classification problem in detail. In Section 1 we 

introduce our idea. In section 2, we define multiclass classification and how a one-vs-all 

classifier works. In section 3, we introduce the MaxEnt classifier. In section 4, we 

describe out data collection method. In section 5, we explain how our methods. In section 

6, we analyze the results. Finally, in section 7, we summarize the method and give our 

conclusion. 

1 Introduction 

 Following the completion of the bot-like-behavior project and noticing that bot types 

in our dataset were associated with certain behavior, we discussed training a multiclass 

classifier to detect different bot types. Since the existing dataset is labeled, and we had 

the logistic regression showing the related features, we decided to use a Maximum 

Entropy classifier for this task. 

2 Multiclass classifier 

 Multiclass classification is constructing a function which, when given a new data-

point, would correctly predict the class to which the new point belongs, conditioned that 

the number of classes available is more than two. A Multiclass classifier is trained using 

labeled data-points where each one belongs to one of N different classes that enables 

correct prediction afterwards. [7]   

 2.1 One-versus-all 

 Supposing that we have a classifier sorting input data into 3 categories [6]: 

- Class 1:  
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- Class 2:  

- Class 3: 

 

Figure 2: Multiclass classification to binary classification. [6] 

 We can easily turn this into a binary classification problem where we only predict if 

class A ∈ 	 {0,1} by taking values of one class and turning them into positive examples 

and the remaining classes into negative examples and we run the classifier 3 times 

calculating ℎF 𝑥  for each class which results in 3 fit classifiers: 

ℎF
(H) = 𝑃 𝑦 = 𝑖 𝑥; 𝜃), 𝑖 = 1,2,3 

 Since we now have calculated the vector: ℎF 𝑥 = [ℎF
O (𝑥), ℎF

P (𝑥),	ℎF
Q (𝑥)], all 

that is left to complete the prediction is calculate the maximal value which will give the 

predicted class: max
H
ℎF
H (𝑥). 

3 Max Entropy Classifier 

 The Max Entropy classifier is a probabilistic classifier for multinomial cases. It is also 

considered a generalization of the logistic regression for multiclass problems. In both 

models, we want a conditional probability where 𝑝(𝑦|𝑥) in which y is the target class and 

x is a vector of features. 
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4 Data Collection 

 Since this project is based on the bot-like behavior project, we used the same dataset 

for training to keep it unified. We used the output of the bot-like behavior project where 

we had results for each user against the 19-bot-like behavior criteria as our training set. 

The dataset consists of 5 types of Twitter bots and 1 human, types were labeled as 

follows: Fake Followers, Traditional Spam Bots, Social Spam Bots, Content Polluters, 

Varol Spam Bots, and Human.  

 Our testing dataset comprised of tweets collected using the Twitter API in late 2017. 

Those tweets included the words “vaxx|vacc” in their text. In order to have our training 

and testing datasets aligned and similar, we checked for ids that are still active in our test 

dataset and crawled their most recent 200 tweets. We then ran the script from the 

previous project on the test dataset which generated the results for each user against the 

19-bot-like behavior criteria. The results were used as our test data. 

5 Methods 

 In this section, we describe how we created a MaxEnt multiclass classifier by 

explaining data preprocessing, classifier training, and classifier testing. 

 5.1 Data Preprocessing 

 As mentioned above, datasets used in training and testing had similar structure. The 

files contained rows each one with: user id, tweet id, tweet text, other information from 

that user’s profile and how that user evaluates against the 19 bot-like-behavior criteria. 

Aggregating all bot types rows into one file for the training set resulted in having one 

column missing for it to be complete, which is the bot type label for each row. To keep 

track, we used a list that had each user id and associated label. In order to use that file, we 
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needed to deduplicate some of the ids, by eliminating user ids that were repeated. If the 

user id had different labels, we would give it the label of the majority class. We were then 

able to use the file with user id labels to fill the missing column and our training dataset 

was complete. 

 5.2 Classifier Training 

 After preprocessing the training dataset, we used sklearn [1] library to train a MaxEnt 

classifier. The maximum entropy classifier is also known as a logistic regression 

classifier with multi-classes which using supervised learning, converts labeled feature 

sets to vectors using encoding. The encoded vector is then used to calculate weights for 

each feature that can be combined to determine the most likely label for a feature set. Our 

training dataset statistics were as follows: 

 Number of Rows Percentage 

Total records  1,580,999   

content_polluters  491,290   31.07% 

fake_followers  41,204  2.61% 

traditional_spambots  165,058  10.44% 

social_spambots  456,478  28.87% 

varol_spambots  139,967  8.85% 

human  287,002  18.15% 

Table 5: training dataset statistics 

 5.3 Classifier Testing 

 To test the classifier, we used a dataset with similar structure as the training set but 

the file did not include the label’s column. When testing, we perform the following steps: 
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- Loading test data. 

- Loading vectorizer. 

- Vectorize the text. 

- Load the classifier. 

- Check the accuracy on test data. 

- Calculate precision, recall, and f-measure. 

- Output confusion matrix. 

 The test dataset statistics were as follows: 

 Number of Rows Percentage 

Total records  102,230  

content_polluters  66,586  65.13% 

fake_followers  305 0.30% 

traditional_spambots  3,591 3.51% 

social_spambots  18,806 18.40% 

varol_spambots 12,942 12.66% 

human 0 0.00% 

Table 6: test dataset statistics 

6 Analysis 

 After performing multiple tests on the maximum entropy (MaxEnt) classifier, it has 

shown that the best performance occurred when running the default settings. Meaning, 

that classes were not balanced, and performing one-vs-all classification. 

Accuracy on test set 45.16% 

Label Precision Recall f-measure 
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content_polluters 33.76% 35.66% 34.68% 

fake_followers 25.65% 45.57% 32.82% 

traditional_spambots 65.44% 38.18% 48.22% 

social_spambots 54.19% 76.10% 63.30% 

varol_spambots 60.35% 11.91% 19.90% 

human 0.00% 0.00% 0.00% 

Table 7: Testing MaxEnt one-vs-all classifier 

 The highest accuracy from 5 different Max Entropy models achieved was 45.16%. It 

shows that the classifier learned most about social spam bots as that type is best detected. 

The confusion matrix #1 in Appendix A, shows that 14311 spam bots from the test 

dataset were correctly identified.  

7 Holdout Dataset 

 While planning this project we considered having a holdout dataset to analyze using 

the multiclass classifier. The dataset consisted of 10,000 tweets with the keywords “vacc” 

or “vaxx” in their text, and collected between Nov 11, 2014 and Oct 11, 2017. The 

dataset was previously annotated as pro-vaccine, anti-vaccine, and neutral. Before we 

could run the dataset to be analyzed, we collected the most recent 200 tweets from ids 

that were in the dataset to keep the study structure unified with the classifier input. We 

then provided the classifier with the input required to classify the 10,000 user ids into 

bot-types. The results are presented in table x. 

 Anti-
Vaccine 

Pro-Vaccine Neutral 

content_polluters 21.41% 15.55% 63.04% 

fake_followers 28.26% 19.57% 52.17% 
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traditional_spambots 22.99% 12.86% 64.16% 

social_spambots 16.61% 17.08% 66.30% 

varol_spambots 22.41% 13.55% 64.03% 

human 27.44% 16.06% 56.50% 

Table 8: Classifying bots polarity in vaccine topics. 

 The results show that fake followers bots tweet more than humans in anti-vaccine 

topics. It is also shown that all bot types excluding social spam bots post more anti-

vaccine content than pro-vaccine.  

8 Future Work 

 Using a supervised learning algorithm as MaxEnt for Twitter account type 

classification has demonstrated reasonable performance considering having 6 classes. 

Some areas of this thesis remain for future work. The results indicate that maximum 

entropy may be sensitive to limited feature selection. Increasing features and data points 

could enhance learning. 
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Chapter V: Conclusion 

 In this thesis, we study the problem of classifying the different types of bots on 

Twitter. First, we reviewed related work. We selected the following publications: The 

DARPA Challenge, [19] and Davis et. al., [21] which gave us a comprehensive overview 

of bot account features. Meanwhile, we reviewed the publications by Chu et. al., [18] and 

Lee et. al. [16] that use techniques to identify specific types of bot accounts. Although the 

existing methods these papers presented high accuracy in detection, they all study the 

problem in bot identification. 

 In our research, we target studying malicious accounts’ behavior as means to discover 

bot-like behavior. We focus on finding features and behavior in an account’s recent 

activity. By running our script to detect the handpicked criteria and generating the report, 

we are able to identify bot-like behavior accounts and can identify what type of bots too. 

 In chapter IV, we train an sklearn MaxEnt classifier using the features of each bot 

type that we have learned previously. We are able to create a multiclass classifier that 

performs with 45% accuracy when classifying into one of 6 classes. By analyzing the 

confusion matrix, we are effectively detecting social spam bots. The summary of our 

findings is referred to in the confusion matrix #1 in Appendix A. 
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Appendix A – Confusion Matrices of MaxEnt models 

Table A.1 Confusion Matrix of MaxEnt: liblinear. 

Table A.2 Confusion Matrix of MaxEnt: liblinear, scaled. 

Table A.3 Confusion Matrix of MaxEnt: liblinear, scaled, and balanced. 

Table A.4 Confusion Matrix of MaxEnt: sag, scaled. 

Table A.5 Confusion Matrix of MaxEnt: sag, scaled, and balanced. 
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Table A.1 Confusion Matrix of MaxEnt: liblinear. 

Using the liblinear library from sklearn which uses a coordinate descent algorithm (CD).  

The CD algorithm implemented in liblinear cannot learn a true multinomial model; 

instead the optimization problem is decomposed in a “one-vs-all” fashion. 

 

  

 
content_
polluters	

fake_foll
owers	 human	 social_sp

ambots	

tradition
al_spam
bots	

varol_sp
ambots	

content_
polluters	 4749	 74	 1277	 6473	 239	 505	

fake_foll
owers	 105	 139	 7	 13	 28	 13	

human	 0	 0	 0	 0	 0	 0	
social_sp
ambots	 3569	 6	 158	 14311	 325	 437	

tradition
al_spam
bots	

1779	 45	 40	 298	 1371	 58	

varol_sp
ambots	 3866	 278	 1808	 5316	 132	 1542	
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Table A.2 Confusion Matrix of MaxEnt: liblinear, scaled. 

Using the liblinear library from sklearn which uses a coordinate descent algorithm (CD).  

The CD algorithm implemented in liblinear cannot learn a true multinomial model; 

instead the optimization problem is decomposed in a “one-vs-all” fashion. 

Scaled is using sklearn preprocessing library which scales each feature by its maximum 

absolute value. 

	 content_
polluters	

fake_foll
owers	 human	 social_sp

ambots	

tradition
al_spam
bots	

varol_sp
ambots	

content_
polluters	 11017	 124	 864	 159	 660	 493	

fake_foll
owers	 87	 189	 5	 1	 20	 3	

human	 0	 0	 0	 0	 0	 0	
social_sp
ambots	 10839	 393	 149	 4950	 332	 2143	

tradition
al_spam
bots	

1400	 39	 25	 4	 2097	 26	

varol_sp
ambots	 7970	 96	 1432	 28	 377	 3039	
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Table A.3 Confusion Matrix of MaxEnt: liblinear, scaled, and balanced. 

Using the liblinear library from sklearn which uses a coordinate descent algorithm (CD).  

The CD algorithm implemented in liblinear cannot learn a true multinomial model; 

instead the optimization problem is decomposed in a “one-vs-all” fashion. 

Scaled means using sklearn preprocessing library which scales each feature by its 

maximum absolute value. 

Balanced mode uses the values of y to automatically adjust weights inversely 

proportional to class frequencies in the input data as: 

𝑛_𝑠𝑎𝑚𝑝𝑙𝑒𝑠	/	(𝑛_𝑐𝑙𝑎𝑠𝑠𝑒𝑠	 ∗ 	𝑛𝑝. 𝑏𝑖𝑛𝑐𝑜𝑢𝑛𝑡(𝑦)). 

	
content_
polluters	

fake_foll
owers	 human	 social_sp

ambots	

tradition
al_spam
bots	

varol_sp
ambots	

content_
polluters	 9989	 513	 914	 109	 932	 860	

fake_foll
owers	 36	 243	 4	 1	 18	 3	

human	 0	 0	 0	 0	 0	 0	
social_sp
ambots	 9047	 1648	 177	 4132	 887	 2915	

tradition
al_spam
bots	

1145	 69	 15	 4	 2296	 62	

varol_sp
ambots	 6880	 216	 1489	 19	 579	 3759	
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Table A.4 Confusion Matrix of MaxEnt: sag, scaled. 

Using the “sag” solver uses a Stochastic Average Gradient descent. It is faster than other 

solvers for large datasets, when both the number of samples and the number of features 

are large. 

Scaled means using sklearn preprocessing library which scales each feature by its 

maximum absolute value. 

 

	 content_p
olluters	

fake_follo
wers	 human	 social_spa

mbots	

traditional
_spambot

s	

varol_spa
mbots	

content_p
olluters	 11017	 124	 863	 160	 660	 493	

fake_follo
wers	 87	 189	 5	 1	 20	 3	

human	 0	 0	 0	 0	 0	 0	
social_spa
mbots	 10837	 393	 149	 4951	 332	 2144	

traditional
_spambot

s	
1400	 39	 25	 4	 2097	 26	

varol_spa
mbots	 7970	 96	 1431	 28	 377	 3040	
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Table A.5 Confusion Matrix of MaxEnt: sag, scaled, and balanced. 

Using the “sag” solver uses a Stochastic Average Gradient descent. It is faster than other 

solvers for large datasets, when both the number of samples and the number of features 

are large. 

Scaled means using sklearn preprocessing library which scales each feature by its 

maximum absolute value. 

Balanced mode uses the values of y to automatically adjust weights inversely 

proportional to class frequencies in the input data as: 

𝑛_𝑠𝑎𝑚𝑝𝑙𝑒𝑠	/	(𝑛_𝑐𝑙𝑎𝑠𝑠𝑒𝑠	 ∗ 	𝑛𝑝. 𝑏𝑖𝑛𝑐𝑜𝑢𝑛𝑡(𝑦)). 

	
content_
polluters	

fake_foll
owers	 human	 social_sp

ambots	

tradition
al_spam
bots	

varol_sp
ambots	

content_
polluters	 9752	 657	 1039	 107	 1008	 754	

fake_foll
owers	 40	 235	 5	 1	 22	 2	

human	 0	 0	 0	 0	 0	 0	
social_sp
ambots	 8403	 2454	 188	 4318	 1103	 2340	

tradition
al_spam
bots	

1131	 66	 22	 2	 2327	 43	

varol_sp
ambots	 6621	 238	 1588	 24	 707	 3764	
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Appendix B  –  Holdout Dataset Results 

Table B.1 Raw counts for 10K dataset. 

Table B.2 % results for 8K dataset. 

Table B.3 Raw counts for 8K dataset. 

Table B.4 STD deviation of botscores for 8K dataset. 
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Table B.1 Raw counts for 10K dataset. 

 

 Anti-Vaccine Pro-Vaccine Neutral 
content_polluters 1273 925 3749 
fake_followers 13 9 24 
traditional_spambots 177 99 494 
social_spambots 106 109 423 
varol_spambots 210 127 600 
human 456 267 939 
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Table B.2 % results for 8K dataset. 

Some users in the 10K dataset were no longer active on twitter, so we had to reduce the 

dataset to include only active users ~8K. 

 Anti-Vaccine Pro-Vaccine Neutral 
content_polluters 21.22% 15.74% 63.04% 
fake_followers 31.25% 25.00% 43.75% 
traditional_spambots 16.33% 10.20% 73.47% 
social_spambots 16.72% 17.19% 66.09% 
varol_spambots 25.17% 11.92% 62.91% 
human 27.30% 15.90% 56.81% 
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Table B.3 Raw counts for 8K dataset. 

 

 Anti-Vaccine Pro-Vaccine Neutral 
content_polluters 1033 766 3068 
fake_followers 10 8 14 
traditional_spambots 8 5 36 
social_spambots 106 109 419 
varol_spambots 114 54 285 
human 419 244 872 
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Table B.4 STD deviation of bot scores for 8K dataset. 

 

 universal english 
 mean std dev mean std dev 

content_polluters 0.417 0.183 0.474 0.168 
fake_followers 0.337 0.093 0.363 0.091 

traditional_spambots 0.500 0.166 0.536 0.178 
social_spambots 0.258 0.182 0.304 0.174 
varol_spambots 0.460 0.196 0.504 0.161 

human 0.308 0.140 0.354 0.128 
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Appendix C – Authorization to use previous work 

Attachment C.1: License Number 4345451408096 

Attachment C.2: SBP Author’s rights 

Attachment C.3: Authorization from Prof. Andrew Ng to use ML Course content 
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Attachment C.1:  License Number 4345451408096 
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Attachment C.2: SBP–BRIMS rights retained by Author 
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Attachment C.3: Authorization from Prof. Andrew Ng to use ML Course content 

Referring to the image used from the online course by A. Ng, "Multiclass classification: 

one-vs-all," 
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