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Abstract—The vast presence of bots on Twitter requires
reliable and accurate bot detection methods that differentiate
legitimate bots from malicious ones. Despite the success of those
methods, they fail to address the following challenges: (1) the huge
size of datasets required to train a model to detect bots, (2) the
constant evolution in bot accounts to evade automatic detection
leads to scarcity in ground truth real-world datasets, and (3)
the complexity in learning representations of a heterogeneous
attributed network like Twitter. In this paper, we propose a novel
framework, ADNET, to detect anomalies in Twitter-attributed
networks using the least amount of labeled data. Specifically,
we address the limitations of previous methods by proposing
a topology-based active learning framework that uses a deep
autoencoder to train the model and is able to handle large
graphs better than previous methods. Our experimental results
demonstrate that the proposed approach outperforms state-of-
the-art methods in detecting anomalous bot accounts and reduces
the annotation cost in Twitter attributed networks.

Index Terms—Twitter bot detection, Automated accounts, So-
cial Media

I. INTRODUCTION

Twitter bots are accounts on Twitter that are fully or partially
controlled by a computer program using the Twitter API. The
unique ability of being controlled by a software allows those
accounts to generate a large amount of content in a short period
of time. Twitter’s terms of service allow legitimate bots to
operate on the social media platform as long as they clearly
identify themselves as a bot in the user profile section 1. This
perk has proven useful to news agencies’ accounts that can
produce a high volume of news on a daily basis that is shared
with their followers. Malicious bots, which do not identify
themselves as bots on their profiles, have utilized this ability to
spread fake news [1], [2], spam [3], and offensive content [4]
on Twitter. Detecting malicious bots has been a challenging
task due to the nature of those bots. They try to evade being au-
tomatically detected by turning the software controlling these
accounts on and off intermittently and constantly changing
their behavior patterns to mimic human behavior [5]. The
vast presence of bots on Twitter requires reliable and accurate
bot detection methods that differentiate legitimate bots from
malicious ones.

1https://twitter.com/en/tos

Existing bot detection methods on Twitter focus on hand
crafted features that identify bots using profile-related and
tweet-related features using traditional classification meth-
ods [6]–[10]. Due to the evolving nature of bots on Twit-
ter [11], those classification methods do not perform con-
sistently well especially when new features are needed to
detect the improved bot behavior. Deep learning methods like
recurrent neural networks [12], graph neural networks [13],
[14], and graph convolutional networks [15], [16] were pro-
posed to correctly identify bot accounts. Despite the success of
those methods, they fail to address the following challenges:
(1) the huge size of datasets required to train a model to
detect bots, (2) the constant evolution in bot accounts to evade
automatic detection leads to scarcity in ground truth real-world
datasets, (3) the complexity in learning representations of a
heterogeneous attributed network like Twitter.

To tackle those challenges, we treat the bot detection
problem as an anomaly detection problem. We propose a
novel framework called ADNET, to detect anomalies in Twitter
attributed networks using the least amount of labeled data.
Specifically, ADNET partitions the network topologically,
chooses the most informative nodes in each partition, and uses
that subset of the network in training the learner as an input to
the autoencoder to detect anomalies. The autoencoder learns
graph representations using a graph transformer as an encoder,
then reconstructs the topological structure and nodal attributes
with corresponding decoders. The errors resulting from the
autoencoders are used to score and rank nodes. The resulting
nodes are then added to the labeled subset of the network until
the stopping criterion is met. Our main contributions can be
summarized as follows:

1) Development of a novel attributed network topology-
based active learning framework: We propose a
novel active learning querying method specifically for
attributed networks that partitions the network topo-
logically by utilizing community structural properties
to select the most informative nodes to be labeled.
Our method reduces the annotation cost in attributed
networks. To the best of our knowledge, this is the
first framework that utilizes a network partitioning ac-
tive learning method to train a graph transformer for
anomalous user detection in Twitter attributed networks.

2) Design of an active learning algorithm for anomaly
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detection in attributed networks: Given an attributed
network, a small subset of labeled nodes, the proposed
algorithms train a graph transformer-based autoencoder
to detect anomalies from a subset of the network chosen
based on the most informative nodes in each partition.

3) Extensive experimental evaluation and performance
analysis: Our method was extensively evaluated on
three real-world Twitter datasets and three benchmark
attributed network datasets. Comparisons with baselines
and state-of-the-art methods demonstrated its effective-
ness and efficiency.

4) Extension of three existing real-world attributed
networks for the anomaly detection task using Twit-
ter data: The proposed method was used to identify
anomalous bot accounts on Twitter. In order to construct
our attributed networks for each dataset, using existing
datasets is insufficient. Three Twitter datasets, including
bot accounts, were collected. These datasets were then
extended by collecting their following and followers for
each available user account. Then, ADNET was used
to detect anomalous accounts (bots) in these Twitter
attributed networks.

II. RELATED WORK

A. Bot Detection in Twitter

Different methods have been presented for automatically
detecting bots in Twitter datasets. Supervised approaches that
extract features from user accounts and posts rely heavily on
annotated datasets to learn the difference between bots and
legitimate users accounts [17]. However, since bots constantly
change their behavior to evade automatic detection [5], those
datasets need to be continuously updated with new types
of bots in order to be detected. More recently, works that
adopt graph techniques have been proposed for Twitter bot
detection. SATAR [18] leverages user information and the
Twitter network graph structure features to identify bots.
AlHosseini et. al. [19] proposed a GCN-based method that
leverages node features and neighborhood features to detect
bots. And BotRGCN [20] uses relational GCNs to represent
the Twitter network and user features to detect bots. Although
these methods have achieved comparative results, they heavily
rely on the datasets they are trained on and types of bots to
which they are exposed. We solve this issue by treating bot
detection as an anomaly detection problem which helps in
a more accurate bot detection that is not data or bot type
dependent.

B. Anomaly Detection on Attributed Networks

Earlier work in graph anomaly detection used feature engi-
neering to detect anomalies [21]–[23], which performs well on
labeled datasets only. Although some statistical-based methods
exist, they are computationally and time expensive [24], [25].
In recent years deep learning techniques like reinforcement
learning (RL), graph attention networks (GATs), generative

adversarial networks (GANs), and graph convolutional net-
works (GCNs) have been used in anomaly detection [26]–
[31]. A recent survey [32], shows that graph anomaly detection
using deep learning techniques generates better results when
detecting anomalies. As the amount of attributed network
datasets has increased, anomaly detection on attributed net-
works has gained more popularity among researchers. Recent
existing methods use deep learning techniques in anomaly
detection on attributed networks. AMEN [33] detects anoma-
lous neighborhoods in attributed networks by leveraging each
node’s ego network. Radar [24] characterizes the residuals of
attribute information and its coherence with network infor-
mation for anomaly detection. ANOMALOUS [34] performs
attribute selection and anomaly detection based on cut matrix
decomposition as well as residual analysis. DOMINANT [27]
utilizes a GCN autoencoder to reconstruct the attribute, and
the adjacency matrix then ranks anomalies based on the
aggregated error. Despite the success of these methods in
identifying anomalies in attributed networks, they require a
lot of training samples to learn, and their performance drops
drastically on larger graphs. To the best of our knowledge, our
proposed framework is the first to identify anomalies using
topology-based active learning on attributed networks which
performs significantly better, especially on large attributed
networks.

C. Active Learning

Active learning algorithms incrementally choose which data
points to annotate by querying an oracle to learn the correct
prediction for a given problem [35]. An AL model’s accu-
racy increases as it is exposed to more data samples. AL
sampling methods can use one query at a time, which can
lead to overfitting [36], batch mode where diverse instances
are queried give better results for deep learning models [37],
or a combination of both where the querying algorithm is
assigned a budget that is used to choose a batch of nodes for
labeling. For anomaly detection, AL has been used in medical
datasets to identify anomalies with arrhythmia issues [38].
Russo et al. [39] adopt active learning to identify anomalies
in environmental datasets using machine learning algorithms.
These works all show that AL was used to resolve the label
sparsity issue in their respective fields. Previous works applied
AL to attributed networks [40], [41] query single nodes at a
time which causes their models to overfit. In this work, the
combined querying method was utilized by setting a budget to
select a batch of nodes to prevent overfitting and minimize the
use of training resources. While some studies have explored
AL in anomaly detection, there aren’t any studies that provide
insight on using active learning on attributed network anomaly
detection.

III. PROPOSED FRAMEWORK

The motivation for this framework is that large attributed
networks are becoming more popular as a datasource, and
using them to train models is costly. We propose a framework
that defines partitions in the attributed network graph, chooses
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the most informative nodes to query, and then uses them
in model training. This proposed method reduces the cost
of training models by not requiring as much labeled data
and considers structural graph representations when detecting
anomalies using the autoencoder.

A. Problem Statement

Active Learning on Attributed Networks Definition An
attributed network is typically represented as G = {V, E , T }
with its adjacency matrix A ∈ RN×N and node labels Y ,
where V denotes the set of nodes, E denotes the set of
edges, T = [t1, t2, . . . , tN ]

T ∈ RN×M represents the nodal
attributes matrix, and each vector ti ∈ RM represents the
attributes for the node vi ∈ V . A binary adjacency matrix A is
used to represent the attributed network’s topological structure,
where Ai,j = 1 if there is a link between nodes vi and vj , else
Ai,j = 0. The nodes in the attributed network are divided into
two sets: an initial labeled set S0 with node labels YS0

, and
the rest of the unlabeled nodes would belong to the unlabeled
set S1 with node labels YS1

.
Ranking Anomalies in Attributed Networks using Active

Learning Problem: Given nodes from the attributed network
V , and an initial labeled set of nodes S0, the goal is to
determine which unlabeled nodes should be selected to label
when given a fixed budget b that produces a model M with
the lowest loss:

argmin
S1⊂V

Lθ (YS0
∪ S1)

s.t. n(S1) ≤ b
(1)

where YS0
is the set of existing pre-labeled nodes, S1 is the set

of unlabeled nodes we want to label, n(S1) is the cardinality
of the set S1, b is the budget for the labeling, θ is the parameter
of the anomaly detection model learned from the labeled set
(the union of S1 and YS0

), and L is the loss of the anomaly
detection problem conditioned on model parameters θ and
labeled data.

B. Preliminaries

Our ADNET framework shown in Figure 1, leverages a deep
autoencoder with a graph self-attention encoder to enhance AL
anomaly detection results in large attributed networks.

Self-Attention Based Anomaly Detection for Graph
Data Unlike previous works that use GCNs [27] to encode
graph data into representations, this method adopted a graph
transformer [42] as a self-attention encoder that learns graph
representations for anomaly detection in our AL framework.
Due to the heterogeneous nature of the attributed network data,
it is essential to preserve both node embeddings and graph
structures to be able to identify anomalous nodes.

The TransformerSelfAttention() in Equation 2 is uti-
lized to learn vector representations of all nodes for the given
graph G, then outputs H ′(k) which is used in the GCN model
to improve the vector representations of nodes by adding the
structure of the graph G and produces a graph embedding as
the output of the encoder.

The structure reconstruction decoder uses the representa-
tions to predict if a link exists between pairs of nodes by
training a link prediction layer of the learned representations
and its transpose shown in Equation 4.

H ′(k) = TransformerSelfAttention(Hk) (2)
Hk+1 = GCN(A,H ′(k)) (3)

Â = sigmoid
(
Hk+1H′(k+1)

)
(4)

Nodal connectivity patterns are used as an indicator of
the node being anomalous by calculating the reconstruction
error Es = A− Â where Â is the estimated adjacency
matrix. A higher norm value for ES means that the node
has a higher probability of being an anomaly with regard
to the network structure. The attribute reconstruction decoder
takes the learned representations Hk+1 from the encoder
to approximate nodal attributes information by computing
reconstruction errors. To predict the original nodal attributes,
we leverage a GCN denoted as in equation 5,

X̂ = fRelu

(
Hk+1,A |W(m)

)
(5)

where W (m) is a trainable layer weight matrix needed to
learn the network representation. The GCN is then used in
computing the reconstruction errors EA = T− T̂ to detect
anomalies with regards to nodal attributes.

The reconstruction errors calculated in the structure recon-
struction decoder and the attribute reconstruction decoder are
used to detect anomalies in the attributed network. In order
to account for both nodal attributes and graph structure in our
attributed network, the model jointly learns the reconstruction
errors by minimizing the deep autoencoder objective function:

L = (1− α)ES + αEA (6)

where the controlling parameter α balances the reconstruction
impacts. Consecutively, the approximation of the attributed
network is iteratively calculated until the objective function
converges and the reconstruction errors are calculated to rank
nodal abnormalities. The anomaly score for each node can be
computed as

ascore (vi) = (1− α)eS + αeA (7)

Our work utilized the deep autoencoder structure and was
developed with a graph-based self-attention encoder which
allowed us to incorporate graph structures and nodal attributes
in our model properly. The graph-based self-attention used
in the encoder learns complex graph representations and
preserves both node embeddings and graph structures better
than using only GCNs or only graph transformers to identify
anomalous nodes.

C. ADNET Framework Description

ADNET is an active learning anomaly detection frame-
work for attributed networks. The architecture of our pro-
posed framework is illustrated in Figure 1. The objective
of ADNET is to select the most informative nodes from
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large attributed networks to be labeled such that the anomaly
detection performance is improved with minimal labeling cost.
Therefore, topology-based AL was incorporated with the deep
autoencoder, which maps the attributed network into a latent
low-dimensional feature space, and then recovers the original
data based on latent representations to detect anomalies based
on the computed reconstruction errors. The workflow of the
ADNET framework shown in Fig. 1 and Algorithm 1 can be
described as follows:

1) Given a graph G, the initial labeled set L, the unlabeled
set U , and the budget η as input. The topology-based
attributed network sampling in algorithm2 is performed.

2) After the graph partitions, cluster centroids, and the most
informative nodes are defined, we annotate the selected
nodes based on their partition and merge them with the
labeled set of nodes L. We also subtract the selected
nodes from the unlabeled set U .

3) Finally, we train the autoencoder model with the labeled
set of nodes L that are queried by algorithm 2. The
graph-based self-attention encoder takes the attributed
network as an input, and learns the graph representations
by learning both node embeddings and graph structures.
The output vector is then passed on to the decoders,
where the structure reconstruction decoder reconstructs
the graph topology, and the attribute reconstruction de-
coder reconstructs the nodal attributes using the learned
graph embeddings. The reconstruction errors would be
used to rank the nodes based on their anomaly scores,
where the top nodes are considered anomalous.

Using this approach, the strengths of active learning and
deep autoencoders are combined to minimize the amount of
labeling needed in large attributed networks and maximize the
anomaly detection task performance.

Algorithm 1 Active Learning Anomaly Detection for At-
tributed Networks

function ACTIVEANOMALY(L,U,G)
Given : the initial labeled set L, the unlabeled set U,
the graph G, the partition number K, budget η, trade-off
parameter α :

S ←TopologyBasedANSampling(L,U,G,K, η, α)
L← L ∪ S
U ← U − S
lambda ←train(L,G) //train model M with labeled

samples acquired from topology sampling

Topology-based Attributed Network Sampling A novel
query strategy algorithm is shown in algorithm 2, which
conducts a topology-based attributed network sampling. In-
spired by previous works that consider community detection
to partition well-defined networks [37], [43], the quality of
each partition was measured as a function of modularity and
purity. Existing community detection methods are applied to
fully labeled graphs; this challenge was addressed by assigning
unlabeled nodes to communities according to the average

Algorithm 2 Topology-based Attributed Network Sampling
Input: A graph G, the initial labeled set L, the unlabeled

set U, budget η, partition number K, trade-off parameter α
Output: A subset of unlabeled nodes S1 of size

η : S1 ⊆ V \S0

HK ← GraphPartition(K)
Set S1 = ∅. ▷ to hold the subset of unlabeled nodes
for Hk ∈ HK do

ηk ← η//K
Hk ← Hk\ {S0 ∪ S1}
Ek ← {g (vi)}i∈Hk

Lk ← L ∩Hk

Uk ← U ∩Hk

Gk = Generate(G,Mk) ▷ generating partitions
C ← Initialize(Gk)
Z ← αP + (1− α)Q
Zprev ← −∞
while Z > Zprev do
C ← PartitionNodes(Gk, C, α) ▷ greedily

identifies partitions by maximizing modularity and purity
G← Aggregate(Gk, C) ▷ Network reconstruction

and moving nodes to their partitions
Compute P according to Eq. (10) and Q according

to Eq. (8)
Zprev ← Z
Z ← αP + (1− α)Q

end while
for vi ∈ Uk do

vi ← AssignCommunity(vi, C)
C ← {C ∪ vi} ▷ Update the community

end for
end
CT ← FindCentroids(C) ▷ Compute the centroids of

the communities
S ← ClosestNodes(CT,Uk, ηk) ▷ Find ηk unlabeled

nodes closest to the centroids.
if S ̸= ∅ then

S1 = S1 ∪ S
end if
return S

similarity between the unlabeled node and all nodes in a
partition. The sampling strategy partitions the graph G into
K-partitions following the method described below. Then,
for each partition, topology-based community detection was
conducted on labeled nodes. As for unlabeled nodes, they
are assigned to their corresponding communities based on
their similarity to a community calculated using equation
12. Finally, the unlabeled nodes closest to each community
centroid were selected as the most informative nodes to use
to train our model M in algorithm 1.

1) Topology-based Attributed Network Partition Method:
In order to correctly identify the partitions in our attributed
networks, the quality of the partition was calculated as a
function of modularity and purity.
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Figure 1: An overview of our proposed framework, ADNET, where a graph transformer-based autoencoder is trained to detect
anomalies from a subset of the network chosen based on the most informative nodes in each partition

Modularity is a quality function that measures the degree
to which connected nodes within a network can be decoupled
into communities or partitions. The equation for modularity
can be denoted as:

Q =
1

(2m)

∑
vw

[
Avw −

kvkw
(2m)

]
δ (cv, cw) (8)

where m is the number of graph edges, Av,w is the adjacency
matrix for v, w ∈ V, kv, kw is the degree of v, w, and δ (cv, cw)
is the function determining if a node v, w belongs to the same
partition with a value of 1 or 0 if the node doesn’t belong to
the partition.

Purity is a measure of the extent to which a partition
contains a single class. The purity of a partition C is the
average purity of all communities in the partition, computed
as:

P =
1

|C|
∑
c∈C

Pc (9)

where P is maximized when nodes in the same community
share the same label and Pc is the frequency of the most
common class in the network present in one partition. Purity
for a given community c is denoted as:

Pc =
∏
a∈A

max
(∑

v∈c a(v)
)

|c|
(10)

where A is the label set, a ∈ A is a label, a(v) is an indicator
function that takes value 1 if a ∈ A(v). The modularity
and purity were combined linearly as in Eq. 11, by applying
a trade-off parameter α, to tune the importance of each
component and adapt the score according to different attributed
networks.

Z = αP + (1− α)Q (11)

The basic idea is that nodes in the network try to traverse the
community labels of all neighbors and select the community
label that maximizes the modularity and purity. After maxi-
mizing the modularity and purity, each community is treated as
a new node, and the process is repeated until the modularity
no longer increases. This method is suitable for large-scale
networks.

2) Most Informative Nodes Selection: Once the partitions
are detected, unlabeled nodes are assigned to the communities
based on their similarity to a partition (algorithm 2 line 20).
Instead of measuring the similarities between all nodes vj in a
partition Ck, we pre-define c as a character vector of a given
node and evaluate the cost of each node in the partition Ck.
As c can be realized in many ways, we use the average of all
the nodes in the partition Ck. As a consequence, the equation
is formalized as follows:

arg min
k=1,...,K

f(g(vi), c) (12)

where f(·, ·) and g(·) are distance measure function, and
aggregation function respectively. Jensen-Shannon divergence
[44] for the f function. The g function is chosen according
to our GCN model in the topology-based attributed network
sampling (g(vi) = (A2F ) where A is the normalized adja-
cency matrix and F is the feature matrix). The c is defined as
follows:

c =
1

len(Ck)

∑
vj∈Ck

g(vj) (13)

The centroids for each community are then computed using
K-Means [45] by calculating the mean value for all nodes in
the community and selecting ηk unlabeled nodes that are clos-
est to the community centroids. These nodes are considered
the most informative nodes due to their close proximity to the
centroid.

IV. EXPERIMENTS

We present our empirical evaluations using three real-world
Twitter-attributed networks and three benchmark attributed
network datasets to verify the effectiveness of our proposed
framework ADNET. We evaluate each baseline with a labeling
budget and report the AUC-ROC score for anomaly detection
over the attributed network.

A. Datasets

We evaluate the proposed framework on three real-world
datasets collected from Twitter [46], [47]. In addition, to
compare our results with anomaly detection results, we evalu-
ate our model on three widely used benchmark datasets for
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anomaly detection on attributed networks [24], [27]. In an
attempt to present three new real-world attributed network
datasets for anomaly detection, we use the Twitter API 2 to
collect the tweets, user information, following, and followers
networks for each user in the datasets found in [46], [47]. It
is worth noting that since some of these datasets are old and
Twitter removed some accounts, we experienced an average
loss of 38% from the original Twitter dehydrated datasets. The
statistical summary of all datasets is demonstrated in Table
I. Moreover, since there is no ground truth for anomalies
in the benchmark datasets (CiteSeer, Pubmed, and ACM),
the anomalies are injected [27], [48]. Whereas in the Twit-
ter datasets, we treat bots, the automated user accounts, as
anomalies.

• verified-2019 & botwiki-2019 We combine two datasets
found in [47], one is a verified dataset of human accounts,
and the other is a self-identified list of bots. We collect
attributes related to their account, following and follower
relations, and recent tweets for each user.

• cresci-rtbust-2019 This dataset is composed of users
who participated in retweeting Italian tweets over a two-
week period in 2018 [46]. We collect attributes related to
their account, following and follower relations, and recent
tweets for each user.

• gilani-17 This dataset is manually labeled ’bot’ or ’hu-
man’ based on hand crafted rules [49]. We collect at-
tributes related to their account, following and follower
relations, and recent tweets for each user.

• CiteSeer [48] is a public citation network. Each node
is a published paper, while each edge denotes a citation
relation between two papers. The textual contents of each
paper are treated as its node features.

• Pubmed [48] is a public citation network. Each node
is a published paper, while each edge denotes a citation
relation between two papers. The textual contents of each
paper are treated as its node features.

• ACM [50] is a citation network of papers published
in nine areas before 2016. The dataset was turned into
an undirected graph due to the sparsity of the original
network.

B. Baseline Methods

We compare our proposed framework ADNET with the
following baselines:

• Botometer [17]: A bot detection API service that uses a
thousand user features in its analysis.

• Alhosseini [19]: A GCN approach to learn user repre-
sentations for bot detection.

• SATAR [18]: A self-supervised representation learning
framework that leverages user-related features for bot
detection.

• BotRGCN [20]: A relational GCN approach for repre-
sentation learning and bot detection.

2https://developer.twitter.com/en/docs/twitter-api

• DOMINANT [27]: State-of-the-art deep model that ex-
plicitly models the topological structure and nodal at-
tributes for node embedding learning using GCNs.

• ANOMALOUS [34]: A joint framework to conduct at-
tribute selection and anomaly detection as a whole based
on CUR decomposition and residual analysis.

• Radar [24]: An unsupervised learning framework used
to characterize the residuals of attribute information and
its coherence with the network information for anomaly
detection in attributed networks.

• Graph Transformer: A variant of DOMINANT [27] that
we create. It is a deep autoencoder model that captures the
topological structure and nodal attributes for node embed-
ding learning using a graph-based self-attention encoder
to be used in attributed networks anomaly detection tasks.

C. Evaluation Metrics

We choose AUC-ROC, Precision@N, and Recall@N as
our evaluation metrics since they are widely used in anomaly
detection research methods [24], [27], [34].

• Precision@N: Precision at n is the proportion of anoma-
lies in the top-n nodes in the ranked list.

• Recall@N:Recall at n is the proportion of true anomalies
found in the total number of ground truth anomalies.

• AUC-ROC: The AUC-ROC curve is a classification per-
formance measure at multiple thresholds. The probability
curve, ROC, and AUC represent the capability of ranking
an abnormal node higher than a normal node. This means
that as the AUC value gets closer to 1, the model is better
at ranking anomalies.

D. Parameter Setting

In the experiments on our different datasets, we used Adam
[51] as an optimizer to minimize the loss function. We trained
the proposed model with 300 epochs with a learning rate of
0.005. For the graph transformer encoder, we set the dropout
to 0.1, the number of self-attention layers to 2, the number
of GCN layers to 2, and the number of heads to 1. For our
topology-based active learning sampling method, we choose
a budget of 40 nodes from the unlabeled data for the citation
datasets and a budget of 210 nodes for the Twitter datasets.

E. Experimental Results

In the experiments, we evaluate the performance of our
proposed model in detecting anomalies by comparing it with
the baseline methods. The precision and recall results for the
benchmark datasets are presented in Table II for a budget of
210, and 40 nodes for the Twitter datasets and the citation
datasets, respectively. Fig. 2 compares the AUC-ROC results
of ADNET with the baselines. We present a sample of the
results on two datasets due to page limitations; it is worth
noting that all of our results exhibit similar trends. According
to the results in tables II, Fig.2, and Fig. 3, we have the
following observations:

• ADNET is able to detect bots (Twitter anomalies) better
than the baseline methods. It significantly outperforms the
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Table I: Attributed networks datasets details

verified-2019 &
botwiki-2019 cresci-rtbust-2019 gilani-17 CiteSeer ACM PubMed

# Nodes 53,321 824,902 4,239 3,327 16,484 19,717
# Edges 671,907 824,272 16,956 4,732 71,980 44,338
# Attributes 17,509 42,051 400 3,703 8,337 500
# Anomalies 704 891 1,090 150 600 600

bot detection baselines. In addition, DOMINANT, Radar,
ANOMALOUS, and the Graph Transformer models did
not achieve satisfactory results on Twitter data.

• When using 210 and 40 nodes as a budget to label the
datasets, we find that on all attributed network datasets,
our proposed framework, ADNET, achieves the best
anomaly detection performance in terms of Precision@N,
Recall@N, and AUC-ROC. In particular, compared to the
best results from the baselines, ADNET obtains a signifi-
cant improvement on AUC-ROC. The main reason is that
ADNET successfully learns from the most informative
nodes queried and captures the nodal attributes and the
graph structure, which enables the framework to achieve
better performance when detecting anomalies.

• ADNET exhibits superior performance over the baselines
confirming that training node selection from graph parti-
tions enhances the active learning performance.

• Botometer, Radar, and Anomalous perform poorly com-
pared to deep models. These shallow models are not able
to capture the nodal and structural complexities in large
attributed networks.

• The performance of the baseline methods deteriorates as
the size of the attributed network grows. It is evident
in the Twitter datasets where ADNET outperforms the
baselines with a significant increase in performance.

• When graph-based self-attention is used as an encoder
in the auto-encoder model (similar to Graph Transformer
and ADNET), it outperforms the baselines. The reason is
that it preserves both node embeddings and graph struc-
tures better than GCN-based encoders like DOMINANT.

• When comparing the performance of different methods
with respect to increasing labeling budgets, all methods’
performance increases as the labeling budget increases.
Though ADNET offers the most significant improvement
over other baselines.

V. CONCLUSION

In this paper, we propose a novel framework, ADNET,
which uses active learning for anomaly detection in Twitter-
attributed networks. Specifically, we address the limitations
of previous methods and propose a topology-based active
learning framework that uses a deep autoencoder to train
the model and is able to handle large graphs better than
previous methods. Our experimental results demonstrate that
the proposed approach outperforms state-of-the-art methods in
detecting anomalous bot accounts and reduces the annotation
cost in Twitter-attributed networks.
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