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Abstract—One of the strongest indicators of a mental health
crisis is how people interact with each other or express them-
selves. Hence, social media is an ideal source to extract user-
level information about the language used to express personal
feelings. In the wake of the ever-increasing mental health crisis
in the United States, it is imperative to analyze the general well-
being of a population and investigate how their public social
media posts can be used to detect different underlying mental
health conditions. For that purpose, we propose a study that
collects posts from ”reddits” related to different mental health
topics to detect the type of the post and the nature of the
mental health issues that correlate to the post. The task of
detecting mental health related issues indicates the mental health
conditions connected to the posts. To achieve this, we develop a
multi-task learning model that leverages, for each post, both the
latent embedding space of words and topics for prediction with a
message passing mechanism enabling the sharing of information
for related tasks. We train the model through an active learning
approach in order to tackle the lack of standardized fine-grained
label data for this specific task.

Index Terms—Topic, Multi-task, Neural Network, text classi-
fication, word embedding, active learning

I. INTRODUCTION

“I just might kill myself” is one of the many suicidal
expressions found on social media platforms that can be
detected and prevented. Mental health issues, in general, have
been one of the most critical issues in society. Several mental
health conditions like depression, anxiety, suicidal ideation,
or bipolar disorder. Suicide in the U.S. has been increasing in
the past decades, becoming a national public health problem
in the U.S. The number of deaths in the United States caused
by suicide was 42,721 in 2018, and by 2019 the number of
deaths by suicide was 47,467. Looking closer into(figure1)
the rate of suicide per 100,000 in the U.S.A, we see an
increase of 33% in the rate of suicide over 4 periods of time
from 2005 to 2019. Suicide has become the 10th leading
cause of death for adults in the U.S and the third leading

Fig. 1: A geographical heatmap of suicide mortality in differ-
ent states of USA taken from CDC and social media and news
media chatter about mental health crisis

1

cause of death among youth ages 10-14 and young adults
ages 15-24. Suicidal ideation is often a product of underlying
mental health conditions like depression, anxiety, or bipolar
disorder taking adverse effects. Hence, the pacification of
an individual with certain mental illness needs to account
for these underlying conditions. United States has seen one
of the worst cases of mental health crises in recent years,
which has aggravated even further due to the outbreak of
COVID-19. According to a KFF Health Tracking Poll run on
July 2020, a few months after the lockdown enforcement in
most states, there was a significant increase in sleeping or
eating disorders, alcohol consumption, worsening of chronic
conditions, substance abuse, etc. Furthermore, studies have
shown that anxiety and other mental health issues increased
significantly during the pandemic. Therefore, it is essential to
identify and understand population-level mental health crises.
With the ever-increasing accessibility, convenience, and the
apparent protection of anonymity of social media platforms,
more users tend to record their observations, discuss theirIEEE/ACM ASONAM 2022, November 10-13, 2022
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thoughts, and express their feelings candidly on their own
mental health issues. Significant research has been done on
applying natural language processing techniques for several
tasks, including but not limited to sentiment analysis, event
detection, depression or suicidal ideation detection, etc. Most
of the existing work concentrates exclusively on identifying
an individual user or post as indicating certain conditions.
Most of the works use the subreddit topics as a target label.
However, most of the time, a post in any of these topic-
specific subreddits can be about multiple different mental
health topics. Also, there needs to be a distinction between
posts that are self-reporting as opposed to talking about some-
one else. For example, a subreddit like “r/bipolar” can have
individuals with bipolar disorder or their family commenting
on it. In contrast, a subreddit like “r/SuicideWatch” is mostly
about individuals who are contemplating suicide or seeking
help. These works mainly focus on using different linguistic
dictionaries or topic modeling techniques as features for the
prediction task while failing to address the shortcomings of
some methods that do not consider a phrase as a separate
entity. Furthermore, most works on this topic fail to address
the relatedness among these different mental health conditions
and the possibility of one post being related to multiple mental
health conditions. Therefore, there is a significant challenge of
creating a curated dataset that can indicate all these different
nuances with proper labels so that a proper predictive model
can be trained to identify these nuances in mental health
discussion. Several works in the past have tackled this problem
with techniques like dynamic query expansion based labeling
process. However, recent development in active learning has
also been proven beneficial in addressing the specific issue
of curating an optimal framework for learning labels from an
initially limited set of labeled data. As we are dealing with
Reddit posts that are in hundreds of thousands, it makes for
an ideal use case for the active learning paradigm of designing
an optimal query to train a model iteratively. In relation to
learning the nature of the post and the mental health categories,
a Multi-task Learning(MTL) framework presents an ideal
solution where predicting each label can be constructed as a
separate binary classification task where the joint learning of
parameters can address the relatedness of these different tasks
which was not previously addressed by works in this field but
has been applied in other NLP tasks like cyber threat detection
and event detection. To address the challenge of predicting
different mental-health conditions like depression and anxiety,
we redesign the problem as a multi-task classification where
one post can be detected as dealing with both depression and
anxiety; or even neither, as often is the case in subreddits like
”r/mentalhealth,” ”r/BPD” etc.

In this paper, we develop a novel framework for
detecting different mental health topics in Reddit called
Deep Active Multi-task Learning Model for Mental
Health Topics(AMMNet).AMMNet uses an active learning
framework based on a hybrid query generating technique
which is a mixture of least confidence and highest entropy
methods to iteratively train a multi-task learning encoder-

decoder model to classify each post into a different category
of mental health conditions. As our data sources, we use
social media submissions from Reddit. We collect historical
data from Reddit from each related subreddits as explained
in detail in section IV. For extracting lexical features from
our collected data, we experiment with different methods
ranging from popular word embedding models( Glove,
Word2Vec, BERT, etc.) to topic models like LDA and
linguistic dictionaries indicating psychological aspects like
LIWC(Linguistic Inquiry and Word Count). We enhance
traditional topic modeling methods by considering both
1-gram and n-gram as separate tokens. The joint learning of
the MTL model is based on a message-passing mechanism
that leverages the correlation among different classification
tasks. Finally, we geolocate the author of the posts to a
specific state and analyze the difference in how the severity
of different mental health conditions that can be inferred from
these posts, and present a case study on how it was affected
by the recent COVID-19 outbreak.

The main contributions of our work are summarized as
follows:

• We tackle the lack of a fine-grained labeled dataset for
Reddit that extends beyond topic specific subreddits by
first curating a labeled dataset and then employing an
active learning strategy to help with the training.

• We propose a novel multi-task learning model AMMNet
that outperforms baseline models in the prediction of
mental health conditions.

• We are the first to provide a model-level explanation
behind our prediction due to the introduction of the task
specific feature selector in our model. Our prediction
ranks the most important topics associated with each
prediction task.

• We show through extensive experiments that for domain-
specific classification tasks such as this, a combination
of document level embedding and topic distribution gives
the best performance across all the tasks.

II. RELATED WORK

In our work, multiple areas cross each other and sometimes
are independent of each other. We first focus on existing work
in Multi-task Learning (MTL) and active learning. For mental
health, the outcome of human behavior on social media takes
two directions. We discuss how social media data has been
used to predict different health conditions. Then we describe
works related to understanding many aspects of human mental
behavior, such as depression, anxiety, suicidal thoughts, and
more.

A. Multi-task and Active Learning:

Active learning has proven to be really useful when faced
with data paucity issue especially in NLP tasks [7]. Fur-
thermore, several active learning strategies like uncertainty
based query, entropy based method or query by committee
has proved to be particularly effective. [11], [23], [29] In
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this paper we focus on employing one of these methods for
training our final model. Multi-task Learning on the other
hand has been a useful tool in NLP tasks like event detection
[13]. There are several ways of designing a multitask learning
models. One way to joint learn different objective is to use
a shared feature extractor module followed by a task specific
prediction layer and then by optimizing the combined loss
function [30]. Some models use different task specific feature
extractor while enabling message passing between different
tasks through feedback loop or through intermediate node for
storing information [16]. In our work we tackle joint learning
by simultaneously learning both shared latent feature space
and task specific feature map.

B. Social Media based health prediction

Social media has been a rich source of information for
researchers interested in inferring different health conditions of
the general population. While social media has previously been
used in flu forecasting and other epidemiological applications,
research on population-level prediction of different mental
health outcomes is few. In this section, we will discuss works
that use social media for mental health analysis of one or
more individuals. [4] analyzed Reddit discourse on mental
health conditions. They characterized self-disclosure and other
related discussions. They also built a statistical model to
understand the factors affecting social support for mental
health. They also developed a language model to understand
the social support for mental health issues. However, they
do not focus on building a predictive model. [24] performs
individual-level depression detection based on Twitter and
a personal questionnaire, using an LDA topic model. [3]
modeled language usage of individuals who have attempted
suicide using social media data. Also, [2] used Twitter to
build a language model for detecting several different kinds
of mental health issues like ADHD. Similarly, [19] does a
personality analysis based on Twitter on an individual level.
Most of the works in this area are interested in individual-level
identification of mental health conditions [5]. However, works
like [8] go into the direction of spatial analysis, but they were
exclusively focused on predicting heart disease occurrences.
[22] makes a geospatial prediction of population well-being
indicator based on Twitter discussion. More recently, [12]
tried to estimate county-level well-being. However, none of the
abovementioned work focused on a spatial analysis of mental
health outcomes.

C. Mental health behavior

Large et al. [14] explored the range of preventative measures
that can be a crucial catalyst in suicide prevention. The
methods of prevention were categorized into 3 and each
category-specific or general group of society; “universal” helps
the whole population, “selective” helps high-risk groups, and
“indicated” helps individuals. The work concluded that suicide
categorizations result in a high false-positive rate and results in
inaccuracies which may not be helpful for suicide prediction.
This study [17] is a statistical research conducted on college

students. The study aimed to develop a method to identify the
significant forecasters of suicidal thoughts. The paper used
random forest models with 70 potential forecasters, including
social, sociodemographic, and substance abuse. We benefited
from this study choose some of the keywords predictors.
Continuing our survey to one of the state-of-art models to
evaluate users on social media for suicidal risks. The study
[20] formulates the problem as an ordinal regression problem
and ranks users based on their risk of suicide. The reason
for solving the problem as an ordinal regression is that it
solves the situation when suicide risk evaluation happens,
as not all wrong risk levels are equally wrong. The work
presented a dual attention hierarchical model called SISMO,
and they applied it to Reddit. They also added a human-
in-the-loop to assist with interpretability. Our model learns
significant points from this work, and we extend with our
contribution, modifications, and enhancements. We address the
problem of differentiating multiple mental health conditions
within a single subreddit. Most of the existing works use the
subreddit as the ground truth; however, it becomes tricky as
subreddits about general mental health topics can vary from
topics of suicide and depression to bullying or borderline
personality disorder. This essentially creates a need for a
curated multilabel dataset of Reddit posts where each post
can have multiple labels, and each subreddit can have multiple
labels that may even not be subreddit specific.

III. METHODOLOGY

For the task of mental health state prediction using Reddit
submission text, we primarily address two challenges. First,
the lack of reliable manually curated large datasets means
that much time is needed to label data manually. We tackle
this problem by building a hybrid active learning framework
for the optimal labeling of the unlabeled dataset. Second, the
correlation between different mental health conditions makes it
necessary to understand the shared latent feature space and the
task-specific semantic space for textual data. This challenge is
addressed by reconceptualizing the multi-label classification
task as a multi-task Learning(MTL) problem. Furthermore,
we design different feature extraction techniques to capture
the relevant features for shared and task-specific information.

A. Active Learning Module:

Active Learning strategies have proved to be particularly
effective in reducing the labeling effort for curating an initially
large training dataset.
We consider the following active learning strategies:

• Based on Least Confidence score: This queries instances
for which the model generates maximum entropy, result-
ing in a set of data points for which the model is least
certain. [15]

• Based on disagreement sampling: This strategy deviates
from the uncertainty-based approaches by employing
multiple classification models in training. After each
training iteration, we use the vote and consensus probabil-
ities over all the classifiers to calculate the disagreement
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for each instance. The query chooses the instances with
maximum disagreement. To calculate the disagreement,
we use the Kullback-Leibler divergence, which can be
expressed as

DKL(P ||Q) =
∑
i

P (i) ln
P (i)

Q(i)
(1)

where Q is the consensus prediction of the set of learners
and P is the prediction of individual learners.

Based on the query strategy, we take top n instances from the
set of unseen data instances to update the training dataset for
the multi-task Learning Classifier described in the following
subsections.

B. N-gram Feature Extraction:

N-grams refer to a sequence of N words or characters. Our
main intuition behind extracting the n-gram feature is to get a
mixture of 1, 2, or 3-word sequences as tokens. For example

Let’s consider the sentence: “I live in Washington DC.”
A unigram model (n=1), stores this text in tokens of 1 word:
[“I”, “live”, “in”,”Washington”, “DC”]
A bigram model (n=2) stores this text in tokens of 2 words:
[“I live”, “live in”, “in Washington”, ”Washington DC”]
In this scenario, the city “Washington DC” would not be

recognized as an entity with the unigram since each token only
stores one word. On the other hand, the bigram joins the words
”Washington” and “DC” and allows the machine to recognize
“Washington DC” as a single entity, thereby extracting the
context from the text. That is why we hypothesize that N-gram
tokens should be used as a precursor to our feature extraction
pipeline. Each text sample can be represented as a collection of
a topic. Topic Modeling is an unsupervised machine learning
process that can represent the topic categories with which a
body of texts can be associated. The topic model can divide
the corpus into a fixed number of topics, each containing the
most important words or phrases. Furthermore, it provides
a token-level representation of a topic where each token is
given a probability score for belonging to different topics.
However, for the input of our model, we are interested in
the probabilistic distribution of different topic categories for
each text sample. In our work, we consider each submission a
single text document. As shown in Figure2, on each of these
documents, we use a topic model for extracting the topic level
representation, which will be of the form [p1, p2, pi...pn]where
1 ≤ i ≤n and pi = probability score of topic i. We experiment
with both LDA and BERTopic [10], [28].

C. Multitask-learning Module:

One of the advantages of using multi-task learning is the
selection of both the common and the task-specific latent
feature space. For textual data, we focus on two types of
features: a) word embedding vector based on the embedding
technique mentioned in subsection III-B and b) topic distribu-
tion vector based on the topic modeling technique mentioned
in subsection III-B. As sentence-level embedding is more
of a general feature representation for the text corpus, we

pass this group of features through a shared component of
interconnected hidden layers. We use a task-specific feature
learning module for each post’s topic-level representation.

Shared Feature Learning Module: This is a CNN-based
model as presented in Fig2. The first layer of this architec-
ture is an embedding layer. This represents the word-level
embedding of each post with 200 dimensions. This should
theoretically be better suited to capture the long-form nature
of Reddit submissions. The word embedding used in our
final design is a pretrained BERT-base model as it is better
at capturing each word’s contextual semantics. This layer is
followed by the convolutional layer with the input of word
embedding layers. This has 64 filters, each with a filter size
of 5. Additionally, dropout is also applied. The output of this
layer is passed through a max-pooling layer followed by a
fully connected dense layer. This module works as a feature-
sharing space for all the tasks. The output of this module is a
tensor of length 32 which is then concatenated with the output
vector of the Task-specific feature Learner module.

Task-specific Feature Learner: In the studies of text
classification one important task is In the studies of text
classification, one important task is to learn the task-specific
features. For example, in posts related to anxiety terms like
”Xanax,” ”stress,” ”fidgety,” and ”racing mind” will be exclu-
sively present. At the same time, for the depression detection
task, ”die,” ”want to die,” and ”lonely” play a more significant
role. We leverage unsupervised topic modeling techniques to
capture this task-to-topic relationship. Hence, as input of this
module for one data point we use a topic distribution vector
of the form T = (t1, t2 · · · tn) where ti is the probability
of the post belonging to the i’th topic. This is a dense, fully-
connected layer that takes as input the topic distribution vector
T ∈ Rn×d where n is the number of instances in the input
and d denotes the number of topics as discovered by the best
performing topic model. For a fully connected dense layer
of m number of nodes, the topic vector is multiplied by the
weight vector of dimension (d×m) and the output of the layer
can be written as follows:

Hfeature = XW + bias (2)

The output of this layer is thus a tensor of size n× p.
The main objective of having this layer as a buffer before
concatenating it with the output from the shared feature
extracting module is to penalize the weights associated with
the unimportant topics. We learn task-specific topic importance
by training two separate weight vectors for the universal topic
distribution vector.

D. Group Lasso Penalty for feature sparsification

: To achieve feature sparsification, we propose using the
group lasso regularization term. We are employing L12 regu-
larization term written in the form of

penalty =
d∑

i=1

∥Wi∥2 (3)
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Fig. 2: The illustrative architecture of the proposed AMMNet method.

Here, Wi means each vector of the previously used tensor
in equation 2 that is associated with a feature, where each
element of the column vector indicates the weight associated
with the corresponding hidden layer node. The intuition behind
this is to mitigate the effect harmful features have on the
original loss function as they increase the value of the function,
making it hard to converge. Hence, by applying a group
penalty at this stage to each feature, we minimize the value
of all the weights connected to those unimportant features.
Thus, we are potentially mitigating the effect of those harmful
features while simultaneously providing an explanation as
to which are the important ones, as depicted in subsequent
section IV and table IV.

However, works on incorporating group lasso penalty in the
neural network setting have also resulted in problems that non-
differentiable penalty term poses when weights are very close
to zero. Hence, to alleviate the problem, we incorporate the
smoothing function for each vector as was previously adopted
by [27] and other works [9], [26].

Concatenating groups of feature and Final Layer: This
layer uses the concatenated vector from the shared feature
extractor and task-specific feature selector as input. It is a
fully connected dense layer followed by a sigmoid function
for the classification output. It can be represented as:

Ŷ = δ[relu(W × Concat(Fshared, Ftopic) + b)] (4)

E. Computing Overall Loss Function for joint learning:

The overall loss function in each epoch includes computing
both the binary cross-entropy loss and the group lasso penalty
function for both tasks. Backpropagation is used for updating
the weights at each layer based on the computed gradients.
The overall loss function for the model will look something

like this:

Eloss =

ntask∑
j=1

αj(EBCELoss(Ŷ , Y ) + β

t∑
i=1

∥Wi∥2) (5)

Here,ntask denotes the number of different tasks for the
learner.α denotes a hyperparameter to control the weightage
of the different task-specific loss function, and β is another
hyperparameter designed to control the weightage of the group
lasso loss function used for feature selection. Our objective
is to minimize the loss while also updating the model’s
parameters until convergence.

F. Training Algorithm:

In this section, we explain the overall training process for
the model. We divide the algorithm into two parts. First,
we describe the disagreement-based active learning technique.
Then in Algorithm 2, we describe the training for the multi-
task learner, where the first stage is to use the embedding
vector for the shared feature learning module and topic vector
for the task-specific feature selector layer. The group lasso
penalty term is applied to the weights of this layer. Next, the
transformed feature vector is concatenated with the extracted
feature vector from the shared module and passed through the
final dense layers. At this point, we compute each task’s over-
all loss function, including the penalty term. We minimize the
loss function by performing backpropagation on the weights
of each layer according to its gradient and learning rate.

.

IV. EXPERIMENTS

This section will discuss our experimental setting, datasets,
and results.
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TABLE I: Overall performance of baseline methods in comparison to our method on 5,000 Reddit submissions for Depression,
Anxiety and Rest. Embedding(Emb), Percision (P), Recall (R), and micro-F1 (F1)

Emb Logistic Naive Bayes KNN SVM Random Forest MLP AMMNet
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

TF-IDF 0.732 0.748 0.739 0.732 0.715 0.723 0.708 0.721 0.714 0.781 0.768 0.774 0.749 0.724 0.736 0.794 0.805 0.794 - - -
BERT 0.761 0.752 0.756 0.718 0.695 0.706 0.713 0.738 0.720 0.819 0.801 0.809 0.742 0.726 0.733 0.817 0.841 0.828 - - -
LDA 0.749 0.738 0.743 0.741 0.729 0.735 0.762 0.745 0.753 0.827 0.807 0.816 0.761 0.738 0.749 0.819 0.833 0.825 - - -

BERTopic 0.750 0.739 0.744 0.729 0.715 0.722 0.761 0.740 0.750 0.826 0.815 0.820 0.771 0.752 0.761 0.847 0.826 0.836 - - -
LDA+BERT 0.769 0.751 0.759 0.756 0.732 0.743 0.752 0.763 0.757 0.851 0.839 0.845 0.758 0.773 0.765 0.875 0.861 0.868 0.876 0.865 0.870

BERTopic+BERT 0.785 0.771 0.778 0.741 0.727 0.734 0.745 0.728 0.736 0.879 0.863 0.869 0.779 0.765 0.772 0.873 0.859 0.866 0.881 0.867 0.874

Algorithm 1 Active Learning strategy for MTL
Input: Set of m Learners [L1, L2, L3...Lm], Initial Labeled
Training Set of n x =[x1, x2, xi...xn] set of unseen data points
xunseen=[xn+1, xn+2...xs] number of instances to pick after
each iteration = npoolsize

while i ̸= iteration do
i = i+ 1
P=[] /Probability Score
while j <= m do

model = Train(x)
Ypred = model.predict(xunseen)
get probability score for each prediction and add

them to P
end while
Q = average over all probability score for consensus
Calculate DKL(P ||Q) =

∑
i P (i) ln P (i)

Q(i) where i is a
single instance of data

Select top npoolsize from xunseen and update x
end while

Algorithm 2 Multi-task Learning Model
Input: Xembedding ∈ RN×D1, XTopic ∈ RN×T , Y ∈
RN×tasks;
Initialize parameters:W,Θ1,Θ2;

while t <= epoch do
Hshared = FΘ1

(Xembedding)
while i <= tasks do

Htopic = X ∗W + bias
Hfinal = Concat(Htopic,Hshared)
Ŷi = DenseΘ2(Hfinal)

end while
Eloss =

∑ntask

j=1 αj(EBCELoss(Ŷ , Y )+β
∑d

i=1∥Wi∥2)
Loss.backward()
Update W,Θ1,Θ2

end while

TABLE II: AMMNet fine-grained results

Category Percision Recall F1-Score
Depression 0.898 0.879 0.888

Anxiety 0.865 0.853 0.859
Other 0.870 0.883 0.879

TABLE III: Active Learning training of AMMNet from initial
labeled dataset of 2000

Training size Accuracy
2000 0.832
2300 0.841
2600 0.839
2900 0.840
3200 0.842
3500 0.856
3800 0.869
4100 0.874
4400 0.871
4700 0.876
5000 0.875

TABLE IV: Most Important Topics for Each Task

Topic
id

Category Top Phrases/Words

23 Anxiety
”take” ”medication” ”doctor” ”day”
”meds” ”taking” ”panic attacks

8 Depression
”help” ”really” ı̈ve” ”depression”
”therapy” ”need” änyone” ”therapist”
”Struggling”

3 Depression
”cant” ”life” ”dont” änymore”
”dont want” ”die” everything

14 Other ”work” ”job” ”home” ”go” ”day”
”covid

6 Anxiety
änxious” ”feeling” ”calm” öften”
”lot” ”älso” älways” ”worrying”

A. Datasets:

Any discussion about a topic on Reddit happens through
different subreddits specific to a topic denoted with the prefix
’r/’. The submissions in these subreddits are what we are in-
terested in. Submissions usually have a title and body and can
be of variable length. We collect data from ’r/MentalHealth’,
’r/SuicideWatch’, ’r/Anxiety’, ’r/bipolar’ and ’r/BPD’. Earlier
works used the subreddit topic as the label(E.g., Depression
specific labels for depression subreddits, Anxiety Specific la-
bels for anxiety subreddits). However, often we may find signs
of a different mental health condition in other subreddits. For
example, ’r/Anxiety’ can have a post related to both anxiety
and depression. The same holds for other subreddits. Hence,
we focus on first creating a curated dataset of 65000 with three
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labels: ’Anxiety,’ ’Depression,’ and ’Others.’ The collected
data from Reddit was based on the most common depression
and anxiety-related subreddits between the period of 2020-
Jan to 2022-Jan. We employed PushShift.io [5] to extract all
submissions from the previously mentioned subreddits. Once
the dataset was collected, we compiled the data from the
different subreddits into one dataset to prepare for fine-grained
labeling of an initial small dataset of 6500 data points.

B. Experiment settings & Baselines

Both Topic Modeling and Word Embeddings are essential
techniques to leverage for text classification. [18], [21], [25],
[28] Therefore, we conduct our experiments across all base
models using a combination of word embedding based features
and topic modeling based features. For word embedding, we
use pre-trained BERT model [6], and for topic modeling,
we use primarily LDAand BERTopic. LDA is a well-known
unsupervised topic modeling technique that has been used
extensively in mental health research and has shown superior
performance compared to other dictionary-based methods.
BERTopic is an unsupervised topic modeling technique that
uses BERT-based word embedding to form clusters based
on UMAP and HDBSCAN that has been gaining popularity
in recent times. We also focus our attention on statistical
methods developed to represent textual data for large doc-
uments. To understand the significance of a token( word if
1-gram, phrase if 3-gram) in the context of a document and
an entire corpus, we use TF-IDF features. The feature value
for each token is calculated by calculating term and inverse
document frequency. [1] We use 5000 of the 6500 data as
Training Dataset. For all the base models while training, we
split the training datasets on 80:20 training and validation split
in a K-Fold cross-validation setting. The results in table I
demonstrates the average performance across all metric using
after 10 independently identically distributed runs. For our
proposed Active Multi-task Learning MentalHealth condition
prediction model(AMMNet), we train the model incrementally,
starting from 2000 to 5000, with a pool of 300 data points at
each iteration. TableIII shows the model’s performance at each
iteration on Test Set.

Baselines: As our survey has previously discussed, no other
work tackled the specific problem of predicting depression,
anxiety, or other(not belonging to these two conditions) cate-
gories of mental health conditions together as a multi-label
classification task. Hence, we use traditional classification
models in the form of both shallow and deep. The experi-
mented models are as follows:

• Support Vector Machine(SVM): SVM is a powerful
model for the classification task. It creates a decision
boundary to differentiate between multiple classes.

• Logistic Regression(Logistic):LR is another traditional
classification model that has proved to be extremely effi-
cient in any classification task. It models the probability
of a discrete outcome given an input variable.

• Naive Bayes: This is a probabilistic classifier, based on
’Bayes Theorem’ that is highly scalable, and has been
extensively used for a variety of classification tasks.

• K-nearest Neighbor(KNN): This is a non-parametric
supervised classification model that relies on the feature
vector distance estimation to predict the nearest data
points to an instance in the same class.

• Random Forest: This is a decision tree based classifica-
tion model which has been extensively used in text clas-
sification works. It is an ensemble learning method where
the classification result depends on the class selected by
most trees.

• Multilayer Perceptron(MLP): MLP refers to a deep
neural network model consisting of several fully-
connected dense layer followed by an activation function.

In our experiments, we run our model AMMNet only on two
specific combinations of feature vectors. Those are the only
two experimental settings that facilitate the applicability of our
framework due to the presence of two separate modules that
deal with each set of features.

C. Results and Discussion:

Table I details results across different experimental settings
using F-1, Recall, and Precision metrics. The models were all
trained on the curated labeled dataset of 6500 data as explained
in subsection IV-B. From the table, it can be seen that just
the TF-IDF representation of textual data does not produce
satisfactory results even in the case of MLP and SVM, which
are two of the best performing among the baselines. However,
using the BERTopic method to extract features significantly
improves that performance. It is important to note that the
topic modeling in BERTopic is based on TF-IDF scores
across all the documents, even though the BERT embedding
vector is used to calculate the distance in the embedding
space. This supports our hypothesis that features extracted
from unsupervised topic models can be highly effective for
text classification tasks which is further strengthened by the
performance of SVM and SVM+BERT experimental settings
across all models. On the other hand, the BERT-based embed-
ding of the document also supports our hypothesis of using
BERT-based document level embedding as features for the
classification task. This brings us to our observation regarding
the primary hypothesis of redesigning the classification task
as a multi-task learning problem where different mechanisms
extract features from these two sets of features. It can be
inferred from the table that AMMNet produces the best scores
in all three metrics. However, SVM and MLP models do come
close in terms of Precision.

In Table III we detail the accuracy scores of the proposed
model on each iteration. From the initial observation, it is clear
that the accuracy of the model improves steadily, more or less.
This proves that even with a small dataset of a few thousand
text instances, a model can be trained with each iteration
involving the training of an expanded dataset. This could
potentially pose trouble for other computationally complex
models, but that could be something addressed in future work.
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In Table II we see how the model performs individually for
fine-grained prediction of depression and anxiety. The model
clearly performs best for depression then compared to anxiety.
This could be related to the fact that terms associated with
depression are often associated more easily than anxiety-
specific terms as it usually involves mentions of death and
suicide as opposed to a more generalized sub-feature space
for anxiety.

D. Most important Topics Discovery:
As our model enforces group lasso penalty term in the

task-specific feature selector layer, it enables us to understand
the most important features for each task. Furthermore, the
corresponding Topic Modeling technique will give significant
insight into these topics by listing the top keywords for each
topic. As shown in TableIV the topic that is more telling for de-
tection of depressive posts has words like ”depression”, ”die”
while for Anxiety some of the most important topics include
phrase such as ”panic attacks”, ”medication”, ”anxious”. This
can be a very useful tool while applying this model on a
domain specific classification task.

V. CONCLUSION

In this paper, we proposed a novel Active Multi-task learn-
ing model AMMNet, that extracts task-specific features in
the form of topics and learns from a shared feature space
of document-level embedding. Our framework expands mental
health prediction on Reddit from a subreddit-specific approach
to a more general versatile input space. We successfully show
that the combination of word embeddings and topic modeling
can be leveraged for such domain-specific tasks. We tackle the
data paucity issue in this domain by successfully adopting an
active learning approach and expanding on the curated labeled
dataset that will be available upon request. Due to the sensitive
nature of the data, only after rigorous ethical screening should
we make the data available. The paper also provided significant
insight into the importance of different topics for predicting
a given category of mental health conditions. We substantiate
our findings through extensive experiments. A future direction
of this work could be to look into specific mental disorders
like ”OCD” ”BPD,” or ”bipolar” and try to predict or detect
such conditions with explainability, as shown in this paper.
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